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Introduction:

The concept of Internetworked Graphics is used here to describe the merger and dependencies of
computer graphics applications and the networking infrastructure. During this course, we will provide an
overview of network infrastructure issues relating to interactive 3D graphics. Relevant networking
capabilities, available to all users, will, hopefully, be demonstrated in real time. We show how the
Mulitcast Backbone (MBone) functions to support real time video and audio. Collaborative work tools
that incorporate computer graphics functionality across the Internet are also be discussed and
demonstrated. A featured case study highlights the challenges faced with implementing and maintaining
an online computer game. The relationship of OpenGL, VRML, X3D, Java/Java3D, MPEG, HTML,
XML, and SMIL to Internet, streaming and Distributed Interactive Simulation (DIS) protocols is
reviewed. We also cover High Level Architecture (HLA) and Wireless Application Protocol (WAP)
implementations.

We will highlight how the development of the next generation of Web software is dependent on
effective implementation of Internetworked Graphics concepts. Those developing networking protocols
and MBone capabilities will need to factor in the impact that the next - generation Virtual Reality
Modeling Language (VRML), interactive visualization, and large scale virtual environments (LSVE)
methods have on future bandwidth and latency requirements. Those creating interactive graphics tools
for the Web and the Internet will want to understand the underlying networking standards and
infrastructure in order to build effective 3D collaborative applications. Integrated approaches allow us to
move beyond the bottlenecks and roadblocks of Internetworked Graphics.

We hope you enjoy participating in this course and reading these notes.

Theresa Marie Rhyne, Bob Barton,
Don Brutzman, Grantley Day and Mike Macedonia

Internetworked 3D Computer Graphics Course
Outline




I. Introductory Remarks -- Rhyne
Motivation and expected outcomes. Organization of course and demos. (5 minutes)
II. Overview of 3D Interactive Graphics using the Internet -- Rhyne (30 minutes)

A big-picture description of the key issues and practical aspects of internetworked graphics and
collaborative visualization across the Internet are reviewed. Six components of Internetworked Graphics
are introduced: connectivity, content, interaction, economics, applications and personalization. We
highlight the interaction of 3D graphics with streaming video and audio technologies. This includes
RealNetworks, Windows Media, SMIL, QuickTime, and Shockwave applications. Several examples of
information visualization and virtual reality are presented that illustrate how 3D graphics can be used to
help solve key problems in global networking. We show that interactive graphics and visual information
retrieval can provide new insight into key web and network problems such as topology visualization,
web searching, performance optimization and network monitoring. Internetworked graphics is a two-
way collaboration that can significantly benefit by cooperative work between the computer graphics and
networking communities.

I1I. The Realities of Implementing Internetworked 3D Graphics -- Day (45 minutes)

A case study presentation of the challenges faced with designing, building, implementing and
maintaining a commercial Internetworked 3D Graphics application is presented. The Sims "game" from
Electronic Arts - Maxis was launched in 1999, (http://www.thesims.com). The realities of handling the
associated online Web side, server hardware, operating system, security, hacking, cheating, changing
infrastructure, and continued customer support will be covered in this discussion. Future trends
associated with new games under development and their online presence will also be addressed.

Morning Break
IV. Internetworked Graphics: Capabilities, Shortfalls, Frontiers -- Brutzman (45 minutes)

Networking and graphics are two halves of an interlocking whole: large-scale virtual environments
(LSVESs). This lecture will reemphasize the six components of Internetworked 3D Graphics
(connectivity, content, interaction, economics, applications and personal impacts) with open source code
implementations. Concepts to be presented include the Internet Protocol (IP),
unicast/broadcast/multicast, http, streaming protocols, MBone audio/video/whiteboard/image streams,
the Distributed Interactive Simulation (DIS) protocol, behavior protocols, etc. Recent work to support
the integration of DIS-Java-VRML along with real time demonstrations of applications that use DIS-
Java-VRML pubic domain software will be highlighted. The notion of a Virtual Reality Transfer
Protocol (vrtp) will be introduced and described. The proposed concept of vrtp is designed to support
VRML in the same manner that http supports HTML. (See:
http://www.stl.nps.navy.mil/~brutzman/vrtp/). We will show how to tie network bottlenecks to
performance just as we evaluate graphics bottlenecks.

MBONE and Virtual Environment Demonstration - Brutzman and all instructors. (30 minutes)

In order to maximize value to course attendees, we will demonsrate a series of example programs of
immediate practical use for networking graphics. We will use the DIS-Java-VRML library




(http://www.web3d.org/WorkingGroups/vrtp/dis-java-vrml/) to show how ordinary VRML scenes can

be easily composed and internetworked. We will compare & contrast Java+tVRML with a Java3D
example. We will also collaborate with remote sites via the Multicast Backbone (MBone), showing
public domain audio, video and behavior streams together with 3D VRML. Source code and web
pointers will be provided throughout.

Lunch

V. Integrating IETF Standards with 3D Programming Paradigms & Issues in Distributed Virtual
Environments-- Barton (45 minutes)

The impact of developing standards such as IETF, ITU, MPEG on developers and content creators using
OpenGL, Java3D, VRML, X3D, MPEG-4, MPEG-7 and MP3 will be highlighted. This year's focus
presentation will include an overview of MPEG, and the latest developments within MPEG-4 and
MPEG-7. Issues and applications relating to distributed visualization and virtual environments are
discussed. Attendees will learn how network infrastructure and programming issues integrate with real
time internetworked 3D graphics applications.

Collaborative Virtual Reality Demonstration - Barton (30 minutes)

What can virtual environment developers learn from object oriented and component based
programming? Baobab is a component framework for the development of interoperable content and
simulations for virtual worlds. Baobab combines an extensible simulation API with a distributed
knowledge database to allow developers to compose complex simulations that are aware of and can
interact with their surrounding environment. We will demonstrate the ease with which these components
can be developed, their expressive power and the emergent behavior resulting from their dynamic
nature.

Afternoon Break
VI. Distributed Experiences -- Macedonia (45 minutes)

Broadband communications, home networks, and powerful 3D game console technology are reshaping
entertainment and potentially the delivery of education. Building upon the IETF discussion and the
collaborative virtual environment demonstration, we provide an overview of issues and a taxonomy of
distributed environments that provide entertainment, collaboration and experiential learning. The
tradeoffs between bandwidth, latency, frame rate, packet loss, and router congestion, will be reviewed.
Current efforts of researchers to develop distributed environments and the importance of interaction with
the entertainment community will be discussed. This discussion includes research into immersive
techniques to provide emotional experiences in distributed environments for applications such as
Advanced Distributed Learning (ADL).

Distributed Virtual Environment and Game Demonstrations - Macedonia and all instructors. (30
minutes)

Practical demonstrations of networked simulators used for skill-based and cognitive level learning will
be shown. Applications will be demonstrated and reviewed in real time. We will include computer
games examples and build up to training on distributed networked simulators. The demonstrations
includes the use of commercial PC games used to stimulate interaction with real-world systems for
training as well as new game console technology such as the Microsoft X-Box.




Instructors' Biographical Information:

Bob Barton

Fraunhofer Center for Research in Computer Graphics
321 South Main Street

Providence, Rhode Island 02906 USA

401 453-6363 x111 voice, 401 453-0444 fax
rjbarton@crcg.edu

Robert J. Barton III is the Project Director of Transatlantic Research and Development Environment
(TRADE) Program, and Department Leader for Global Work Environments at the Fraunhofer Center for
Research in Computer Graphics (in Providence, Rhode Island. His primary responsbilties include
directing the development of distributed collaborative environments in support of TRADE, a designated
G7 testbed project for enabling technologies in global electronic business. Bob's engineering career has
included engineering billets on US Naval Surface ships, instructor duty at the Naval Academy, and
systems engineering branch head for the Trident Missile Program of Strategic Systems Programs Office,
Sunnyvale, CA. His areas of research include VLSI High-radix arithmetic circuits, computing the
average number of nodes of Ordered Binary Decision Diagrams (OBDDs), and the modeling and
analysis of multicast network protocols.

Don Brutzman

Code UW/Br, Naval Postgraduate School
Monterey California 93943-5000 USA
831.656.2149 voice, 831.656.3679 fax
brutzman@nps.navy.mil
http://www.stl.nps.navy.mil/~brutzman

Don Brutzman is an Assistant Professor in the Interdisciplinary Academic Group at the Naval
Postgraduate School. His research interests include underwater robotics, real-time 3D computer
graphics, artificial intelligence and high-performance networking. He has highlighted networking issues
in panel presentations at SIGGRAPH 94 & 95 and organized the "VRML: Prelude and Future" panel at
SIGGRAPH 96. He currently serves as the Web3D Consortium's Vice President for Technology and
was the Conference Chair for VRML 97 & 98 as well as Web3d-VRML 2000. Currently, he is the
SIGGRAPH 2001 Online Chair. Brutzman also authored the chapter on "Internetworked Graphics:
Bottlenecks and Breakthroughs" that appears in Digital Illusions, (Clark Dodsworth - editor), Addison
Wesley, 1997. Don is a member of the Institute of Electrical and Electronic Engineers (IEEE), ACM
SIGCOMM & SIGGRAPH, and the American Association for Artificial Intelligence (AAAI).

Grantley Day

Macxis: A Division of Electronic Arts
Suite 600

2121 N. California Blvd

Walnut Creek, California 94596-3572
gday@maxis.com

Grantley Day has been involved in the computer game industry for the past seven years, focusing
specifically on the Internet and how it relates to computer entertainment for the past four. Before
working at Electronic Arts, Grantley was the founder of Chaos Concepts, an Australian based software




company that developed the successful multimedia title Entombed. Since re-locating to the United
States in late 1995, Grantley worked for two startup companies before joining Electronic Arts in 1997.
At a time when the Internet was becoming increasingly important, Grantley was the lead architect on a
number of technologies to allow Electronic Arts' entertainment titles to communicate across the Internet.

Grantley is currently a Director of Development at Maxis, a division of Electronic Arts, where he heads
the web group, focusing on the Internet features of key titles such as The Sims and SimCity. His most
recent effort was architecting, designing and leading the successful launch of TheSims.com, the Internet
component of this year's hit game The Sims. TheSims.com is highly integrated with the game and
provides the venue for players to share their experience and creations. TheSims.com has been an instant
success with close to 80,000 unique visitors accessing the site each day to trade Sims families, read
stories created and posted by other users and participate in community events.

Michael R. Macedonia

USA Simulation, Training, and Instrumentation Command (STRICOM)
12350 Research Parkway

Orlando, Florida 32826-3276

voice: (407) 384-3500

macedonia@computer.org

Michael R. Macedonia is Chief Scientist and Technical Director for the USA Simulation, Training, and
Instrumentation Command (STRICOM). He has worked extensively with the multicast networking
community and has written one of the most often referenced publications in that area. He also
contributed to the National Academy of Sciences report entitled "Virtual Reality: Scientific and
Technological Challenges" detailing the networking and communications research needed to continue
the development of virtual reality systems. At SIGGRAPH 96, he was a panelist on the "Global Multi-
User Virtual Environments" panel and at SIGGRAPH 2000, was a panelist on "Emotional Simulator:
The Tears and Fears of Creating a Compelling Simulated Experience for Both Entertainment and
Training.

Theresa Marie Rhyne

3418 Balfour East

Durham, North Carolina 27713
919 544-1817 voice,

rhyne@siggraph.org

Theresa Marie Rhyne is currently a multimedia/visualization expert in Learning Technology Services at
North Carolina State University. In the early part of 2001, she was an independent consultant in 3d
computer graphics and visualization. From 1990 —2000, she was a government contractor (initially for
Unisys Corporation (1990 — 1992) and then for Lockheed Martin Technical Services (1993 —2000)) at
the US EPA Scientific Visualization Center. She was the founding visualization expert at the Center.
From 1996 - 2000, she was a Director-at- Large on ACM SIGGRAPH's Executive Committee and
initiated the SIGCOMM - SIGGRAPH collaboration that resulted in cross-ACM SIG tutorials on
Internetworked 3D Computer Graphics at SIGCOMM 97, SIGGRAPH 97, SIGGRAPH 98, SIGGRAPH
99 and SIGGRAPH 2000. She continues to be project director of the ACM SIGGRAPH - SIGCOMM
Collaboration, the ACM SIGGRAPH Outreach to the Computer Games Community and the ACM
SIGGRAPH Carto Project. Her research interests include visualization toolkit development,
collaborative computing in a networked environment, and the integration of geographic information
systems with scientific visualization methods. Recently, Theresa-Marie has explored the influence
computer games are having on scientific and information visualization.







ACM SIGGRAPH 2001 Course #26 Notes

Internetworked 3D Computer Graphics:
Overcoming Bottlenecks, Supporting
Collaboration and Stepping up to Wireless
Connectivity

I1. Overview of 3D Interactive Graphics using
the Internet

Theresa Marie Rhyne
Independent Consultant
3D Computer Graphics Technologies
Email: rhyne@siggraph.org

Introduction:
IL. - 1: Defining Internetworked 3D Graphics

Although networking and computer graphics are considered to be distinct disciplines, these fields begin
to converge in order to support collaborative exploration and visualization on the Internet and the World
Wide Web (Web). Telecommunication breakthroughs remove bottlenecks and provide new
opportunities for interactive three-dimensional (3D) graphics across globally interconnected dissimilar
networks. Multicast Backbone (MBone) tools, developed in the networking arena, provide desktop
videoconferencing tools and the potential for streaming graphics to facilitate the sharing of visualization
and virtual reality explorations. 3D Web technologies, like the Virtual Reality Modeling Language
(VRML) and Rich Media 3D (RM3D), support the interactive display and fly through of networked
computing resources on the Internet. The emergence of multi-player computer games, chat rooms, real
time Webcasting, and streaming audio and video across the Internet acutalizes this ongoing
convergence. The delivery of rich streaming media content on mobile phones opens up possibilities for
streaming interactive 3D computer graphics across wireless protocols. Here, we define the concept of
"Internetworked 3D Graphics" to describe the continued merger and dependencies of these two fields.

Reference: T-M. Rhyne, D. Brutzman and M. Macedonia, "Internetworked Graphics and the Web",
(under Internet Watch: Ron Vetter, editor), Computer, [IEEE Computer Society, Vol. 30, No. 8 (August
1997), pp. 99 - 101.
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Figure # I1-1: Example of the use of the Virtual Reality Modeling Language (VRML) to visualize
network data. This snapshot shows the topology of the MBone mapped on to a 3D globe. Image
courtesy of Tamara Munzner at Compaq SRC. Reference: Tamara Munzner, Eric Hoffmann, K. Claffy,
and Bill Fenner, "Visualizing the Global Topology of the MBone", Proceedings of the 1996 IEEE
Symposium on Information Visualization, October 28-29, 1996, San Francisco, California, pp. 85 - 92.
(http://www-graphics.stanford.edu/papers/mbone)

II - 2: Six Components of Internetworked 3D Graphics

Six aspects of Internetworked 3D Graphics include: connectivity, content, interaction, economics,
applications and personal impacts. Connectivity refers to the capacity, bandwidth, protocols, and
multicasting capabilities on the networking infrastructure. Just as OpenGL, VRML/X3D, and RM3D are
3D computer graphics specifications, a networking protocol is a set of rules or procedures for governing
data exchange on the Internet. The Internet Engineering Task Force (IETF) constitutes the technical
community associated with many networking protocols. The IPv6 Suite is the current set of networking
protocols. New telecommunications infrastructure is beginning to emerge to support general user access
to Internetworked 3D Graphics. Home networking services, such as digital subscriber lines (DSL), are
starting to deliver rapid (T1) speeds. Other end-user networking services support wireless networking.
More information on home networking is available at the Web ProForum site of the International
Engineering Consortium, see: (http:// www.webproforum.com/home_net/#).

Reference: Robert E. Fliman, “Embedded Internet Systems Come Home” (Editor’s Introduction), IEEE
Internet Computing, Institute of Electrical and Electronic Engineers (IEEE), Vol. 5, No. 1, Jan/Feb
2001, pp. 52 — 53.

Content encompasses any type of information, dataset or stream that is transported via a networking
protocol. The VRML example shown in Figure #II-1 is an example of content. Other web technologies
can also provide Internetworked 3D content. For example, the Motion Pictures Experts Group (a
working group of the International Organization for Stardards - ISO) developed and is updating the
standard for multimedia content via the Web (entitled MPEG-4). MPEG-4 technology allows for
streaming 3D graphics content and mixed media scenes on the Web. The Synchronized Multimedia
Integration Language (SMIL) is another tool that facilitates the writing of multimedia presentations on
the Web. Flash, from Macromedia (http://www.macromedia.com) , and LiveMotion , from Adobe
(www.adobe.com), are two of the more popular ways to transmit moving images that play at




respectable rates across the Internet. Current trends in online video content include video clips that can
be rotated 360 degrees as they are playing.

Interaction involves minimal latency, a sense of presence, and the ability to both access and modify
content. In general, the key bottleneck to collaborative visualization and large scale virtual environments
(LSVEs) is not 3D graphics rendering. It is telecommunications networking. The IEEE Distributed
Interactive Simulation (DIS) Protocol is used to communicate position, orientation, velocities and
accelerations of multiple entities in a networked environment. Combining DIS, Java and VRML
technologies together allows for determining interaction between networked 3D objects. The High Level
Architecture (HLA) for distributed virtual environments is another specification effort underway to
address interaction issues.

The Economics of Internetworked 3D Graphics includes the expense of access and use of connectivity,
content and interaction as well as methods of handling Web transactions. Historically, the cost of
interactive LSVEs and collaborative visualization was coupled with funding for high speed networking.
As the Web and 3D content expand, the demand to provide affordable multi-user interaction for general
purpose Internet users increases. The continued rise of electronic commerce (e-commerce) via the Web
will increase the demand to develop streaming and interactive 3D content for Web advertising. An
example of economic factors can be found by viewing the AOL.COM pricing plans at
(http://www.aol.com/info/pricing.html). Another example includes Sony’s e-distribution model for its
PlayStation2 gaming consoles. An add-on modem or broadband/Ethernet connector is expected to
become available, in late 2001, that facilitates chat, email, shopping and online gaming at a PlayStation2
console.

Applications establish the context for Internetworked Graphics and determine requirements for
infrastructure development. Examples of applications include 3D games, interactive instruction,
scientific experiments, and distributed simulations in a telecommunications environment. Personal
Impacts involve the sense of wonder (and maybe frustration) associated with Internetworked
information discovery and exploration. Intelligent agent and other technologies are evolving to assist
with personalization needs on the Internet.

Reference: Don Brutzman, "Graphics Internetworking: Bottlenecks and Breakthroughs," chapter in
Digital Illusions, Clark Dodsworth (editor), Addison-Wesley, ACM SIGGRAPH Press, 1997. Available
at: (http://web.nps.navy.mil/~brutzman/vrml/breakthroughs.html).

Figure # I1-2: Example output from an Open-GL based "visualization engine" for examining IP address
utilization, network usage based on a network address matrix and bucketed packet length distributions.




This application, entitled "Cichlid", was developed and is maintained by the National Laboratory for
Applied Network Research (NLANR)'s Measurement & Operations Analysis Team (MOAT) with
support from the National Science Foundation (NSF), located at the San Diego Supercomputer Center
(SDSC). Cichlid is freely distributed software. More information on Cichlid can be found at:
(http://moat.nlanr.net/Software/Cichlid/). The Third quarterly report (July 2000 - September 2000) of
NLANR's MOAT efforts provides a good discussion of the rationale behind and uses of Cichlid as a
network visualization tool, (http://moat.nlanr.net/Reports/MOAT-3Q2000/). Image shown courtesy of
Jeff Brown and Hans-Werner Braun of NLANR's Measurement & Operation Analysis Team (MOAT).

II - 3: MBone - Internetworked Video & Audio Communication

To build on the six aspects of Internetworked 3D Graphics decribed above, we will first describe a
highly successful effort to provide open desktop videconferencing on the Internet. This application was
developed primarily by researchers from the telecommunications community.

The multicast backbone (MBone) is a connectivity application on the Internet. It is used for live audio,
video and other network packets on a global scale. MBone is a virtual network because it shares the
same physical media as the Internet. It uses a network of routers (mrouters) that can support multicast.
These mrouters are either upgraded commercial routers, or dedicated workstations with modified
operating system kernels running in parallel with standard routers. Two things make multicasting
feasible on a world-wide scale: installation of high bandwidth Internet backbone connections, and
widespread availability of computers with adequate processing power and built-in audio capability.

Multicast provides one-to-many, several-to-many, and many-to-many network delivery services. A one-
to many example might be a live transmission of a technical conference. A several-to-many might be a
panel interview between different locations attended by many disperse people. A many-to-many
example might be a distributed research exercise with 100 active contributors. Multicast is useful for a
variety of videoconferencing, audio and multiplayer events where numerous hosts need to communicate
simultaneously.

MBone software tools are in the public domain. An original suite of tools was developed for UNIX
workstations by researchers at Lawrence Berkeley National Laboratory. The Microsoft Bay Area
Research Center has subsequently developed freeware MBone tools for Windows 95, 98 & NT
platforms. Multicasting videoconferencing applications for Linux have also evolved. Merit Network Inc.
provides a listing of MBone software for various computing platforms. We note these respective web
sites below.

Lawrence Berkeley National Laboratory - MBone Info.
(http://www-itg.lbl.gov/mbone/).

Microsoft Research - Mbone Info for Windows 95, 98 & NT
(http://www.research.microsoft.com/research/BARC/mbone/).

Linux Multicast Information by Mike Esler

(http://www.cs.washington.edu/homes/esler/multicast/#apps)

Merit Network Inc. - MBone Software Archives
(http://www.merit.edu/~mbone/index/titles.html).

Reference: Steven McCanne, "Scalable Multimedia Communication Using I[P Multicast and Lightweight




Sessions", I[EEE Internet Computing, Institute of Electrical and Electronic Engineers Inc. (IEEE), Vol. 3,
No. 2, March/April 1999, pp. 33 - 45. See electronic version of article abstract at:
(http://www.computer.org/internet/ic1999/w2033abs.htm).

Figure # I1-3: Example of an MBone session showing application tools nv (network video), vat (visual
audio tool), wb (whiteboard), and sd (session directory). This session occurred at the Monterey Bay
Aquarium Research Institute. Image courtesy of Don Brutzman at the Naval Postgraduate School.

Researchers are Lawrence Berkeley National Laboratory have expanded their research and are now
developing software tools to facilitate remote control capabilities for Internet based videoconferencing.
These tools permit users to "walk" around the room, focus in on objects, and actively participate in a
videoconference rather than just observe. More information on these efforts can be found at the
following Web site: (http:// www-itg.1bl.gov/mbone/remote/). Another forward looking
videoconferencing notion includes the National Tele-Immersion Initiative (NTII) where efforts are
underway to use multiple cameras, laser rangefinders, large screens and head-tracking gear to deliver a
high-resolution 3D view of the videoconferencing (workspace) environments. Since there are no
existing 3D-transmission standards, NTII researchers designed a customized protocol to replace the
Transmission Control Protocol (TCP). For more information on NTII, see their web site at:
(http://www.advanced.org/tele-immersion/). TCP is highlighted in the next section of these course
notes.

I - 4: Examining Internet Protocol (IP) Unicasting, Multicasting & Streaming

At a fundamental level, the Internet is based on a protocol, the Internet Protocol (IP), that does not
guarantee the delivery of any particular packet of data. Another protocol, defined as the Transmission
Control Protocol (TCP), compensates for this potential loss of packets. TCP adds careful error correction
by marking data with sequence numbers. Any data that appears is retransmitted by TCP. Together,
TCP/IP form a reliable connectivity solution that guarantees data will be delivered in its proper order, no
matter how long it takes.

Most traditional Internet Protocol (IP) applications, such as Web browsing and E-Mail, employ
unicasting to transmit data. Unicasting is where a separate connection is set up between a server and
each of its clients. This type of connectivity is optimal for situations where every client has specific
needs such as browsing Web pages and reading particular E-Mail messages. For collaborative situations,
where multiple clients all want the same data at the same time, unicasting is inefficient since identical
streams of data are sent to each client. This is a waste of both server and network capacity. So, another




connectivity solution, multicasting, is more optimal.

Multicasting allows a server to transmit only a single data stream, regardless of how many clients might
request it. Whenever this data stream traverses a multicast-enabled switch or router, it is copied. Copies
are only made to branches of the networking tree where clients that requested the data stream are
located. This results in a dramatic reduction in overall bandwidth consumption. Multicasting is ideal for
situations where clients want the identical data simultaneously. Live video and audio streams are
examples of these situations. The MBone (discussed in the previous section of these notes) is an
application that provides this type of desktop videoconferencing.

Multicasting is being promoted by a telecommunications industry consortium of 100 companies that was
founded in 1996. This consortium is entitled the IP Multicast Initiative (IPMI). Cisco Systems, 3Com,
Lucent Technologies, GTE Internetworking, and Stardust Technologies are among the consortium's
members. More information on IPMI can be found at: (http://www.ipmulticast.com/).

Since multicasting uses only IP, data packets can become lost. The MBone is sometimes called a loss-
tolerant application since it permits temporary losses in audio or video tranmissions across the Internet.
In some multicasting situations, a feedback or checking mechanism is desirable. The Real-Time
Transfer Protocol (RTP) and the Real-Time Transport Control Protocol (RTCP) together provide a
solution to this concern. RTP and RTCP run on top of the User Datagram Protocol (UDP) to provide
timing information necessary to synchronize and display audio and video data.

The Real Time Streaming Protocol (RTSP) is another protocol relevant to multicasting. RTSP was first
published as a proposed standard in April 1998 by the Internet Engineering Task Force (IETF). RTSP
acts as a framework for controlling multiple data delivery sessions and assists with switching between
TCP, UDP and RTP sessions as needed. RTSP helps with firewall configurations and provides VCR-
style controls such as pause, fast-forward, reverse or seek for previously recorded data streams. The
fundamental difference between TCP/IP and RTSP can be simply stated. A real-time streaming protocol
(RTSP) is most concerned about when a data packet arrives while TCP/IP is concerned about if the
packet has arrived. Researchers at RealNetworks Inc. developed the basic framework for RTSP.

Efforts are also underway to establish protocols for access to the Internet from digital mobile phones,
pagers, personal digital assistants, and other wireless terminals. In mid-1997, mobile computing vendors
began work on the Wireless Application Protocol (WAP). WAP is becoming a defacto standard. More
information on WAP is available at: (http://www.wapforum.org/who/index.htm).

Multicasting, RTSP, and WAP are important connectivity building blocks for Internetworked 3D
Graphics. Live Webcasting is optimized with these networking protocols. With these standards in place,
we can now begin to consider file formats for supporting streaming media across the Internet. Example
formats include RealMedia (from RealNetworks Inc.), QuickTime (from Apple Computer Corporation) ,
Windows Media Advanced Streaming Format (from Microsoft Corporation), and Viewpoint
Corporation’s 3D file format (formerly know as Metastream.com). We note the respective web sites for
these tools below. The upcoming sections of these course notes highlight the SMIL, MPEG-4, and
RM3D standards, which are intended to support streaming audio, video and 3D content across the Web.

RealNetworks Inc. - Streaming Media Web Site
(http://www.realnetworks.com/)

Apple Computer, Inc. - QuickTime Web Site
(http://www.apple.com/quicktime/)




Microsoft Corporation - Windows Media Technologies
(http://www.microsoft.com/windows/windowsmedia/en/features/roadmap.asp)

Viewpoint Corporation’s (formerly Metastream) Web Site
(http://www.viewpoint.com/create/e4e.html)

II - 5: Streaming Media and SMIL

The concept of streaming media is based on the notion that it is not necessary to completely download
content from the Internet before it is played. Streaming audio is likely one of the most widely known
applications of streaming media across the Web. In 1995, RealNetworks Inc. released their RealPlayer
plug-in to facilitate real-time or streaming audio via Web browsers. The company expanded to address
real video with their streaming media plug-ins. As of 2000, there were three leading streaming media
players: RealPlayer, from RealNetworks, had over 130 million users. Windows Media, from Microsoft,
had over 100 million users. QuickTime, from Apple Computer, has 50 million users. For strictly
streaming audio purposes, MP3 had 50 million users. Nokia, the mobile handset supplier, will offer
RealNetworks’ RealPlayer tool on its EPOC-based communicators and smart phones. This and other
similar announcements provide opportunities for rich streaming media content delivery to mobile phone
and wireless computing devices. The mobile Internet computing market has the potential to grow to 1
billion users by 2005.

In addition to providing players for streaming audio and video, RealNetworks also provides RealSystem
G2 for encoding, combining, serving and delivering streaming content across the Web. QuickTime
Streaming Server 3 is another alternative for serving streaming video across the Internet. These course
notes will not go into the details of encoding and hosting streaming media. An excellent resource on
these topics is the forth coming book from Addison-Wesley "e-Video: How to Produce Internet Video as
Broadband Technologies Converge" by H.P. Alesso. Alesso's Video Software Laboratory Web site is
also an effective resource.

Video Software Laboratory - Encoding & Hosting Streaming Video
(http://www.video-software.com/)

Reference: H.Peter Alesso, e-Video: How to Produce Internet Video as Broadband Technologies
Converge, Addison-Wesley, 2000.

In order to understand how to assemble an integrated multimedia streaming presentation, we will
highlight the Synchronized Multimedia Integration Language (SMIL). SMIL is a markup language for
describing the temporal behavior, screen layout and associated hyperlinks of a streaming media
presentation. SMIL is a specification based on the Extensible Markup Language (XML). XML is a
technology for supporting richly structured documents over the World Wide Web (Web). The XML
specification was fostered by the World Wide Web Consortium and is emerging as a technology for
next-generation Web development, (see: (http:/ www.w3.org/TR/REC-xml)).

In the code example we show below, SMIL is used to combine a GIF image (.gif), hypermedia links
(links.rt), streaming text (ticker.rt), streaming audio (voicela.rm), and streaming video (video.rm) into
one integrated presentation. Figure #4 shows a screen capture of this multimedia composition.
Multimedia servers need to be configured to deliver SMIL presentations. RealServer, from
RealNetworks, supports SMIL files.

The SMIL Specification for the World Wide Web Consortium




(http://www.w3.org/TR/REC-smil/)

<sm | >

<head>

<neta nanme="title" content="Rhyne"/>

<nmeta nanme="aut hor" content="Video Software Laboratory"/>
<nmeta nanme="copyright" content="(c) 2000"/>

<l ayout >
<root -l ayout w dth="470" hei ght="368" background-col or="bl ack"/>
<l-- Logo Region -->

<region id="logo" left="4" top="2" wi dth="200" hei ght="100"
fit="fill" z-index="2" />

<!-- Links Region -->

<region id="headlines" left="16" top="102" w dth="186" hei ght="30"
fit="fill" background-col or="bl ack" z-index="2" />

<region id="links" left="16" top="102" w dth="186" hei ght="84"
fit="fill" background-col or ="#160f 60" z-index="3" />

<l-- Video region -->

<region id="vi deo_background" |eft="210" top="3" w dth="240" hei ght="262"
background- col or ="bl ack" z-index="1"/>

<regi on id="video_border" |eft="188" top="3" wi dth="184" hei ght="153"
fit="fill" background-col or="bl ack" z-index="2" />

<region id="video" left="208" top="3" width="256" hei ght="192"

backgr ound- col or =" bl ack" z-index="3" />

<!-- Ticker Region -->
<region id="last_updated" left="16" top="200" w dth="393" hei ght="20"
fit="fill" background-col or="#160f 60" z-index="2" />

<region id="ticker_background" left="16" top="208" w dth="393" hei ght="25"
background- col or ="bl ack" z-index="2"/>

<region id="ticker" left="16" top="216" w dth="393" hei ght="115"
z-index="2" />

</l ayout >
</ head>

<body>
<par >
<l-- Play these streans concurrently (in parallel). -->

<a href="http://ww. npeg2-vi deo. com " coords="0, 0, 15, 15" show="new' >

<img src="pix/svc_|labs2.gif" region="logo" fill="freeze"/></a>

<text src="text/title |last _updated.rt" region="last_updated" fill="freeze"
<text src="text/links.rt" region="links" fill="freeze" />

<vi deo src="video/video.rn' region="video" fill="freeze" />

<audi o src="audi o/voicela.rm' />
<text src="text/ticker.rt" region="ticker" [>

/>




</ par >

</ body>
</sm|>

ol e
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Figure # I1-4: Snapshot of the streaming content that results from the Synchronized Multimedia
Integration Language (SMIL) code shown above. Peter Alesso of Video Software Laboratory developed
this example for presentation in this course at SIGGRAPH 2000 & 2001, (http://www.video-
software.com/). For more information on the geographic visualization content highlighted, see:
(http://www.epa.gov/gisvis/texture).

I - 6: Metastream - Streaming 3D objects over the Internet

Stepping beyond streaming video, efforts are also underway to stream 3D objects over the Internet.
Viewpoint Media Player is a streaming tool for this purpose. Originally named Metastream, it was
developed in a joint project with MetaCreations and Intel. Viewpoint (or Metastream) objects stream
across the Internet without a server and scale automatically to support the end-user's processing power.
With the aid of smart compression technology, users with networking connection speeds ranging from a
56K modem to a T1 (or higher) line are able to examine 3D content in real time. Viewpoint provides a
free Web browser plug-in to view content. A modeling tool is required to create the 3D objects.

The Viewpoint Web Site
(http://www.viewpoint.com)
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Figure # I1-5: Snapshot from a Viewpoint or Metastreaming example of "Shared Architecture".
Researchers at the Centre for Advanced Spatial Analysis of the University College London are using
Viewpoint (or Metastream) technology in their Online Planning and Internet based visualization
research. More information on these projects is available at:
(http://www.casa.ucl.ac.uk/public/meta.htm). To learn how the architecture models evolved from
photographs, see: (http://www.casa.ucl.ac.uk/public/guidelines.htm). Image shown courtesy of Andy
Smith.

II - 7: MPEG-4 - Multimedia Standard

The Moving Pictures Expert Group (MPEQG) of the International Organization for Standardization (ISO)
is charged with developing standards for code representation, processing, compression and
decompression of moving pictures, sound and their combination (multimedia). MPEG-1, introduced in
1992, plays out video and audio in linear streams and operates like a digital video player. MPEG-2,
introduced in 1995, supports compression and transmission of digital television signals. MPEG-4 is a
multimedia standard that allows users to interact with objects within a scene. MPEG-4 (version 1) was
introduced in late 1998 while MPEG-4 (version 2) was approved in December 1999. MPEG-7 is a
content representation standard for information searching that is still under development with an
expected release in 2001. MPEG-21 is a new effort to define a Multimedia Framework to support the
delivery of electronic content that began in December 1999. The MPEG Web site is located at:
(http://www.cselt.it/mpeg/).

The MPEG-4 standard defines audio and visual components as objects. When multiple objects are
grouped together a composition is defined that results in an MPEG-4 scene. Visual objects for a scene
are described mathematically and given a position in 2D or 3D space. Audio objects are placed in a
sound space. For 3D space, content only needs to be defined once. When a user changes their viewpoint,
the calculations to update the screen and sound are performed locally at the user's computer. This allows
for interaction with a MPEG-4 scene.

The Binary Format for Scenes (BIFS) is MPEG-4's language for defining and changing scenes. BIFS
commands add and delete objects as well as changing visual and acoustic properties of objects. BIFS
commands can also be used to animate objects and build interactive applications.

BIFS commands borrow from many concepts associated with the Virtual Reality Modeling Language
(VRML). We will describe VRML in the next section of these course notes. MPEG-4 uses BIFS to
support real time streaming of content. A scene does not need to be downloaded completely from the
Internet before it is played. VRML uses a client-server model that relies on a complete download of 3D
objects. The latest information on MPEG-4 can be found at: (http://www.cselt.it/mpeg/standards/mpeg-




4/mpeg-4.htm).

Reference: Rob Koenen, "MPEG-4: Multimedia for Our Time", IEEE Spectrum, Institute of Electrical
and Electronic Engineers Inc. (IEEE), February 1999, pp. 26 - 33.

Stefano Battista, Franco Casalino, and Claudio Lande, "MPEG-4 A Multimedia Standard for the Third
Millennium, Part 1", IEEE Multimedia, IEEE Computer Society, October/December 1999, pp. 74 - 83.
See electronic version at: (http://www.computer.org/multimedia/articles/ MPEG4 _1.htm).

Figure # I1-6: Still image from a "Streaming VRML Worlds and Mixed Media with MPEG-4"
technology presentation shown at ACM SIGGRAPH 98, as part of the MAGNET Project by France
Telecom R&D, France Telecom CNET/DIH. Shout Interactive Inc. created the VRML content
associated with this interactive game application. The demonstration combined MPEG-4 BIFS content,
Java bytecodes, and MPEG-4 audio and video, streamed over RTP. The content showed three aspects of
integrated and synchronized mixed media delivery: (1) streamed, animated 3D graphics with audio; (2)
point-to-point communication of audio and graphics, and (3) local 3D interaction with streamed audio
and video. Advanced coding and compression technology allowed this demonstration to operate under
the constraints of a 33.6. kbit /s(1) modem. More information on France Telecom R&D can be found at:
(http://www.cnet.fr/). Shout Interactive Inc.'s web site is located at: (http://www.shoutinteractive.com).
Image shown courtesy of Jeff Close.

IT - 7: VRML/X3D - A Tool for 3-D Content and Applications on the Internet

The Virtual Reality Modeling Language (VRML) is a tool for building 3D content and applications on
the Internet. It is an open specification. The Web3d Consortium is chartered to guide the evolution of
VRML and the emerging Extensible 3D (X3D) standard. X3D can also be called the next-generation
VRML. In February 2001, the Web3D Consortium announced the Rich Media 3D (RM3D) initiative to
develop an open standard to support rich media content containing 3D graphics, video and audio over
the Internet. RM3D is intended to closely interoperated with MPEG-4. We describe these developments
below.

VRML is a specification originally based on an extended subset of the Silicon Graphics Inc. (SGI)
Openlnventor scene description language. Introduced in late 1994 and adopted in 1995, the initial
VRML 1.0 standard provided a core set of object oriented constructs augmented by hypermedia links.
VRML 1.0 allowed for scene generation by Web browsers on various computing platforms, including
Intel and Apple personal computers as well as UNIX workstations.




The VRML 2.0 standard, released August 1996, expanded VRML 1.0 to address real time animation
issues on the Web. VRML 2.0 provided local and remote hooks (i.e. an applications programming
interface or API) to graphical scene description. Dynamic scene changes are simulated by any
combination of scripted actions, message passing, user commands, or behavior protocols (such as
Distributed Interaction Simulation (DIS) or Java).

The VRML Consortium was established in December 1996 to foster the development and evolution of
VRML. By December 1997, VRML97 was approved as the International Standard (ISO/IEC 14772) file
format for describing interactive 3-D multimedia on the Internet. VRML97 is almost identical to VRML
2.0 with many editorial improvements to the standards document and a few minor functional
differences.

In July 1998, work began on the next-generation VRML (VRML-NG). As the Extensible Markup
Language (XML), MPEG-4, and additional 3-D Web technologies began to emerge, the VRML
Consortium decided to expand its charter to go beyond VRML. In December 1998, the VRML
Consortium redefined itself as the Web3D Consortium. In February 1999, the Web3D Consortium
expanded the focus of VRML-NG and redefined the effort as "Extensible 3D" (X3D). X3D will be a 3D
standard for the Web that expresses the geometry and behavior capabilities of VRML97 using the
Extensible Markup Language (XML). The first proposals for the X3D specification were available in
February 1999. In August 1999, the implementation and evaluation phase of X3D began. X3D
functionality was demonstrated at the Web3d-VRML 2000 Symposium, February 21 - 24, 2000 and at
SIGGRAPH 2000, July 23 - 28, 2000. More information on X3D can be found at:
(http://www.web3d.org/x3d.html).

Reference: George S. Carson, Richard F. Puk and Rikk Carey, "Developing the VRML 97 International
Standard", IEEE Computer Graphics and Applications, IEEE Computer Society, Vol. 19, No. 2
(March/April 1999), pp. 52 - 58.

The interaction model of 3D VRML browsers is a client-server approach, similar to most other Web
browsers. 3D browsers are usually embedded into 2D browsers (e.g. Netscape or Microsoft Internet
Explorer) or launched as helper applications when connecting to a 3-D site. A VRML source file is
down loaded from the Internet server to the Web client requesting to view the 3D VRML "world". The
user interacts with this 3-D world on their own (client) workstation or personal computer. This client-
server approach has limitations when it comes to multiple user interactions and content streaming with a
single VRML world. Efforts are underway to incorporate VRML type capabilities into Java technology
and eliminate the need for a VRML plug-in or special viewing tools.

Efforts are underway to provide streaming and multi-user capabilities in VRML and X3D. The DIS-
Java-VRML Working Group of the Web3D Consortium has developed and is enhancing a public
domain (freeware) Java-based implementation of the IEEE DIS protocol. Many virtual reality
applications use the IEEE Distributed Interactive Simulation (DIS) Protocol for multi-user interactivity.
This Working Group is also evolving a set of recommended practices for integrating DIS with VRML
content and applications. For more information see: (http://www.web3d.org/WorkingGroups/vrtp/dis-
java-vrml/). Another approach to collaborative VRML involves the development and construction of a
networking protocol called the Virtual Reality Transfer Protocol (vrtp). Vrtp would support VRML or
X3D just as the hypertext transfer protocol (http) supports HTML. More information on the Web3D

Consortium's VRTP Working Group is available at: (http:// www.web3d.org/WorkingGroups/vrtp/).

Announced early in 2001, the Rich Media 3D (RM3D) initiative of the Web3D Consortium is designed
to facilitate an emerging category of media-capable Internet and broadcast appliances to receive and
present advanced 3D content. With the intent of addressing the interactive TV market, Sony developed




much of the technology behind RM3D in its Blendo efforts. Shout Interactive has also developed
pioneering 3D on the Web applications for episodic animation and wireless content. Uma, an Austrian-
based technology company also contributing to RM3D, has demonstrated visually compelling solutions
for visual data management and edutainment. The wide range of companies contributing to RM3D
include: 3Dlabs, ATI, Eyematic, iVAST, OpenWorlds, Shout Interactive, Sony, SRI and uma. RM3D is
expected to be complete with example implementation by December 2001.

Reference Web sites for Web3D Consortium, VRML/X3D and RM3D:

The Web3D Consortium,
(http://www.web3d.org/)

VRML and X3D Specification Documents,
(http://www.web3d.org/fs_specifications.htm)

Rich Media 3D Discussion,
(http://www.web3d.org/WorkingGroups/rm3d/rm3dcontacts.html)

Computer Associates’ free VRML Browser - Cosmo Player,
(http://www.cosmosoftware.com/)

Figure # II-7: Still image of a VRML model of a "virtual city". This geographic visualization was
originally created with ArcView 3D Analyst software, developed by Environmental Systems Research
Institute (ESRI). The "virtual city" was then converted to a VRML 2.0/97 model. This work was done as
part of a "Human Exposure in Urban Environments" project for the United States Environmental
Protection Agency (US EPA) - Alan Huber, primary investigator. The actual 3D Web environment can
be found at: (http://www.epa.gov/gisvis/arcview/) . You need a VRML plug-in for your Web browser to
view this 3D World. Image created by Theresa-Marie Rhyne, while working for Lockheed Martin
Technical Services at the US EPA Scientific Visualization Center.

II - 8: Proprietary Web3D Format: 3DML

There are a number of proprietary formats for creating Web3D solutions. Cult3D, a plug-in to Adobe
Acrobat, from Cycore is an example, see: (http://www.cycore.com/). For the remainder of this section
of these course notes, we will focus on an easy to learn proprietary XML type language entitled the
Three Dimensional Markup Language (3DML), (see:




(http://www.xml.com/xml/pub/1999/01/3dml/3dml.html).

3DML was released in late December 1998, by Flatland Online Inc., as a markup language for rapidly
and easily creating 3-D Web sites, (see: (http://www.flatland.com/enter.html). Flatland provides a freely
available and downloadable browser extension, entitled "Flatland Rover". The Flatland Rover Web
browser extension displays content created with 3DML. Flatland Rover works on Windows 95/98 and
Windows NT 4.0 platforms. 3DML also supports streaming audio and video as well as live video and
spatialized audio.

The Flatland Web site provides a step by step online tutorial to learning 3DML,
(http://www.flatland.com/build_direct.html), entitled "3DML Builder's Guide. Content created with
3DML is called a "SPOT". 3D Spots created with 3DML fundamentally differ from virtual "Worlds"
created with the Virtual Reality Modeling Language (VRML). The difference is that 3DML Spaces are
built without having to do any 3D modeling. In 3DML, there are block sets that are used to build a
3DML virtual space. The "basic" 3DML block set contains objects that are the shape of ramps, columns,
signs, and other basic primitive objects. The "village" 3DML block set contains blocks shaped like trees,
houses and sidewalks. In addition, there are advanced block sets for creating complicated Spots. Since
no modeling is required, 3DML Spots are easily authored with a text editor.

Like an HTML file, a 3DML file has two primary sections: the <HEAD> and the <BODY>. The
<HEAD> is the section where parameters are set that are true for the entire Spot. This includes the map
dimensions, ambient light, sound, and the sky texture. The <BODY> is the section where blocks are
customized and where the actual map of the 3D space is defined. The map is the heart of a 3DML file,
where different kinds of blocks (represented by ASCII characters) are used to define a 3D space. Each
block occupies a space of 256 x 256 x 256 (pixels). Blocks are arranged into a grid pattern to create each
horizontal level of a Spot. Levels are stacked on top of each other to create multi-story Spots.

Below is an example of how to define a map that will create a "one level building and its entrance" using
3DML.

<LEVEL NUMBER="1">

Hit#. | HHH
#ooo #
#oooo #
#oooo #
#ooo L #
#ooo L #
#ooo L #
#oooo #
HHHARHBH AR
</ LEVEL>

3DML supports streaming audio and video in either Window Media (.avi) and/or Real Media (.rm)
format. Presently, Flatland's Rover brower does not support other streaming media formats or SMIL
multi-media presentations. Flatland provides an excellent tutorial on how to incorporate streaming

media into 3DML, see: (http://www.flatland.com/build/tutorial/adv_streaming.html).

Many 3DML examples tend to be oriented towards the Computer Games, Live Concerts or E-commerce
arenas. Below, we show an image taken from a 3DML example built from our own texture maps. We
used Adobe PhotoShop for creating our 128 by 128 pixel images that were saved as GIF files. We found




this GIF size produced the least number of 3DML coding errors.
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Figure #II - 8: Still image from a 3DML "Spot" created with customized texture maps. Similar to XML,
3DML is a markup language for creating 3-D Web content. Flatland Online Inc. developed 3DML and
provides a free downloadable brower for viewing 3DML files. More information on 3DML can be found
at: (http://www.flatland.com/enter.html). Image and 3DML Spot created by Theresa-Marie Rhyne.
Special thanks to Christopher Nash, at Flatland Online Inc., for providing helpful guidance in building
3DML Spots.

Click Here to View our example 3DML Spot from your Web Browser. The Flatland browser (Rover)
must be downloaded to your machine to view these 3DML files. Flatland's Rover only works on

Windows 95/98/NT platforms.
1I - 9: Brief Overview of Java3D and DirectX

Two additional technologies that allow for building 3D Internetworked applications are Java3D from
Sun Microsystems Inc. and DirectX from Microsoft Corporation. A brief mention of these technologies
is provided here.

Java 3D is an application programming interface (API) for writing networked 3-D applications and 3-D
applets with Java. Like VRML, Java 3D uses the scene graph paradigm. A scene graph is a hierarchical
representation of objects and behaviors for the virtual "world" or application you are building. Java 3D's
geometry objects contain the actual geometry to be rendered in 3-D scene. Utility packages bundled with
Java 3D include: (a) content loaders; (b) scene-graph construction aids; (c) geometry classes; and (d)
convenience classes. Convenience classes include techniques for mapping textures on to objects. More
information on Java 3D can be found at: (http://java.sun.com/products/java-media/3D/).. An example of
a Java3D application is provided in "Section II - 9: Interactive Visual Applications & Cooperative
Work: Example #2: VisAD - A JDK 1.2 & Java 3D Collaborative Application" of these course notes.

Microsoft's DirectX is a set of APIs and programming tools for creating Windows-based applications
and digital content that includes full-color graphics, video, 3D animation, and surrounding sound.
DirectX is incorporated into Windows 98, Windows 2000 and Microsoft Internet Explorer. DirectX
capabilities for Windows 95 can also be downloaded from the Microsoft Web site. More information on
DirectX is available at: (http://www.microsoft.com/directx/homeuser/aboutdx.asp).

II - 10: Examples of Visual Applications & Cooperative Work




Many projects around the world are examining methodologies to support Intenetworked 3D graphics
applications, related human factors issues, and their economics and benefits for specific application
domains. We describe two examples below that address multi-user interaction within a single
application.

IT - 10a: Example #1: The Multicast internet Maze (MiMaze) & MiMaze3D in VRML

The Multicast internet Maze (MiMaze) is a pioneering distributed computer game, initially developed in
1997, that uses the multicast backbone (MBone). It was designed by researchers in the Network and
Systems group at the French National Institute for Research in Computer Science and Control (INRIA)
in Sophia Antipolis, France. In this real-time interactive game, players battle against one another while
moving through a virtual (maze) environment. MiMaze is a distributed network application on the
Internet with no file server. Participants in the game exchange information about their position or
location using the Distributed Interactive Simulation (DIS) protocol set of rules. MiMaze3D is the
VRML extension of MiMaze. Real time navigation is accomplished, in MiMaze 3D, with VRML's
External Authoring Interface (EAI). More information on MiMaze can be found at:
(http://www.inria.fr/rodeo/MiMaze/)

Figure # II - 10a: Example session from the MiMaze3D game. This distributed computer game uses the
multicast backbone (MBone) and VRML technology. Image courtesy of Christophe Diot, the French
National Institute for Research in Computer Science and Control (INRIA) in Sophia Antipolis, France.
See: (http://www.inria.fr/rodeo/MiMaze/MiMaze3D.html).

Reference: Laurent Gautier and Christophe Diot, "Design and Evaluation of MiMaze, a Multi-player
Game on the Internet", IEEE Multimedia Systems Conference, Austin, Texas (USA), June 28 - July 1,
1998. (http://www.inria.fr/rodeo/MiMaze/ReportInt.html).

IT - 10b: Example #2: VisAD - A JDK 1.2 & Java 3D Collaborative Application

The Visualization for Algorithm Development (VisAD) system was designed, in 1992, to allow
scientists to use interactive visualization for examining their computational algorithms and models. The
first version of VisAD was developed at the University of Wisconsin at Madison and used its own
unique programming language on Silicon Graphics workstations.




In 1997, the developers of VisAD re-introduced their system as a class library in the Java programming
language. This new version of VisAD requires JDK 1.2 and Java 3D. Since VisAD is written in pure
Java, the application is platform independent. VisAD supports collaborative work by allowing users at
multiple locations to share control over a single user interface to the interactive visualizations. More
information on the new version of VisAD can be found at: (http://www.ssec.wisc.edu/~billh/visad.html).

Figure II - 10b: A collaborative application of GOES satellite sounding data built with VisAD - a JDK
1.2 & Java 3D system. Image courtesy of Bill Hibbard, University of Wisconsin at Madison. See:
(http://www.ssec.wisc.edu/~billh/vis.html).

Reference: William Hibbard, John Anderson and Brian Paul, "A Java and the World Wide Web
Implementation of VisAD", Conference on Interactive Information and Processing Systems for
Meteorology - 1997, American Meteorology Society, August 1997. Available at:
(http://www.ssec.wisc.edu/~billh/amsvisad.txt).

IT - 11: Concluding Remarks: Integrated Internetworked 3D Graphics

The future development of Web software and applications requires effective integration of the
Internetworked 3D Graphics concepts described in these notes. The rapid development of the Internet
and the Web has already begun to foster collaborative information discovery and visual exploration.
Multicasting, the Real Time Streaming Protocol (RTSP), and the Wireless Application Protocol (WPA)
connectivity tools provide the foundation to support streaming multimedia via the Internet. As a result,
Synchronized Multimedia Integration Language (SMIL) applications are evolving and expanding.
MPEG-4, 3DML, VRML/X3D, and the emerging RM3D standard provide guidelines for delivering 3D
content. Many applications are being rewritten or initially created with Java and Java3D or DirectX to
optimize interoperability across the Internet. The VisAD system, described in these notes, is just one
example of such efforts. With the multicast backbone (MBone), the telecommunications community has
already provided prototype desktop videoconferencing capabilities. Multicasting techniques have even
begun to be applied to 3D applications like the MiMaze3D example highlighted in these notes. Many
Working Groups of the Web3D Consortium have stepped beyond the client-server interaction model to
address streaming, multi-user interaction, and large-scale virtual worlds. Clearly, we have only begun to
tap the potential of Internetworked 3D Graphics and to understand its capabilities to deliver 3-D
interactive content to the general community of users.




Figure II - 11: Artistic Web 3D composition, entitled "Standing on Virtual Ground", intended to depict
future content for Integrated Internetworked 3-D Graphics. Created by Theresa-Marie Rhyne, 1999.
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Defining Internetworked
3D Graphics

The convergence of
networking and 3D computer graphics
to support collaborative exploration and
visualization on the Internet and
the World Wide Web.
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Six Components of
Internetworked Graphics

* Connectivity * Economics
* Content * Applications
* Interaction * Personal Impacts

MBone: The Multicast Backbone
for Live Video and Audio
on the Internet

* High Bandwidth Internet Backbone Connections
* Desktop Computers with built-in video & audio

¢ Public Domain Software Tools
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Examining the
Internet Protocol (IP)

* Unicasting: the client-server model
* Multicasting: one to many model
* Real Time Streaming Protocol — RTSP

* Wireless Application Protocol - WAP

Rich Media Across the Internet

* RealNetworks: http://www.realnetworks.com/

* Apple — QuickTime:
http://Iwww.apple.com/quicktime/

* Microsoft — Windows Media Technologies:

http://www.microsoft.com/windows/windowsmedia/

* Viewpoint: http://www.viewpoint.com/
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Streaming Media over the Internet

The Concept: It is not necessary to completely

download streaming content before it is played.

SMIL - the Synchronized Multimedia Integration

Language

Viewpoint - 3D Objects over the Internet

MPEG: Motion Pictures Experts
Group - ISO Standards

* MPEG-1: digital video player

* MPEG-2: digital tv signal compression
* MPEG-4: Multimedia streaming content
* MPEG-7: digital information searching

* MPEG-21: Multimedia Framework
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The Virtual Reality Modeling
Language (VRML):

A Tool for Building
3D Web content

A Brief History of VRML

* VRML 1.0 - extended subset of SGI’s Open Inventor
* VRML 2.0 - addressed real time animation on the Web
* VRML 97 - approved ISO Standard

* X3D - next generation VRML compatible with XML
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Rich Media 3D (RM3D):

* announced February 2001

* Open Standard: streaming 3D graphics, video & audio
¢ Integrated with MPEG-4

* based on Sony’s Blendo efforts

e incorporates Shout Interactive & uma technologies

* expected release in December 2001

The Extensible Markup
Language (XML) & 3DML
* XML - next generation web development
* 3DML - new 3D Markup language like XML

* 3DML Spots are easy to build - see example
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Brief Overview of
Java3D & DirectX

* Java3D - programming 3D Web

applications

* DirectX - Microsoft’s digital content APIs

Interactive Visual Applications
& Cooperative Work

Providing real time collaborative
information discovery and visual
exploration among geographically
remote users.

Page 7




2 Examples of
Visual Applications
& Cooperative Work

* MiMaze 3D - developed at INRIA, France

* VisAD (Java) - developed at Univ. of Wisconsin

MiMaze 3D
* Real Time VRML 97 navigation
* Optimal Applet-Application Interaction
* Network and Graphics event scheduling
* MPEG-1 & MPEG-4 texture mapping

» Spatial audio

Page 8




VisAD: A JDK 1.2 & Java3D
Collaborative Application

* Original System: own programming language
* Rewritten as class library in Java - 1997
* Multiple locations share control of application

* Supports heterogenous platforms

The Future: Integrated
Internetworked 3D Graphics

delivering 3D interactive
content to the
general community of users

Page 9




The Realities of Implementing
Internetworked 3D Graphics:
Computer Games Case Study

Grantley Day
Maxis/Electronic Arts
Gday@maxis.com

These notes will be
distributed as handouts
at

SIGGRAPH 2001.
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SIGGRAPH 2001 Course Notes

Internetworked Graphics:
Capabilities, Shortfalls, Frontiers

Don Brutzman
Naval Postgraduate School

brutzman®@nps.navy.mil

Presentation Outline

Internetworked Graphics:
Capabilities, Shortfalls, Frontiers

. Connectivity
. Multicast

1
2
3.
4. Interactive Net

Content

5. Economics
6. Applications
7.

8. Next Steps

Personal Impacts
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Goal outcomes

Intro to Internet Protocol, networking
Describe internetworked 3D graphics

Lots of examples of running code

and future
Blazing speed - hang on!!

Provide plenty of technical references
Consider imaginative applications, present

Outline: Connectivity

Protocols
Network layer models
Internet Protocol (IP) layer by layer

2

table of contents
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Network protocols

Protocol: set of rules or conventions that
govern the ways in which two entities
cooperate to exchange data

Protocol specification: details the control
functions, formats, control codes and
procedures to be followed

Network protocols

IP protocols are well specified
e open, freely available

* www.ietf.org ds.internic.net
not rocket science
» coding “creativity” may go unrewarded

e adding simple diagnostic messages to
working code examples is the best way to
learn
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Layered models

International Standards Organization
(ISO) Open Systems Interconnect (OSI)

(whew!) versus Internet Protocol (IP)
* |P on everything

Layers are useful
e clarity, functionality & interoperability

e common understanding amidst all the jargon

oy
7

2001

Correspondence: OSI & IP

osl P objects passed
between hosts
Application
Presentation Process / messages of streams
Applicaton
Seassion
Transport transport protocol
Transport } 0 packets
Netwark } Internet IP datagrams
Data link
Data link network-specific
. frames
Physical
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Each layer wraps a header

Application data is encapsulated by a header as it
traverses each layer

application Logical L
data conection ~ “we===w Application
; " P reliable TCP
ransport| application byte stream or
header | daia unreliable upp =R Transport
datagram
IP  |transport| lication
header heax}i)er appdata Intemetl;muted <%-—=p- Network
packet
MAC IP | transport|application Media access Data Link
header | header | header data C_Or‘t“’l (MACL - > + Physical
bits on the wire”

Applications cut across layers

This makes IP networking very flexible

Application

TCP | UDP | others?

P

Network
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IETF Credo

Internet Engineering Task Force

We reject kings, presidents and voting. We
believe in rough consensus and running code.
David Clark

* See Bob Barton’s presentation for more

11 2001

Application layer attributes

Application layer communications are diverse

User applications invoke TCP/IP services to
send/receive data

Single messages or lengthy streams with one or
multiple other hosts

Delivery intermittent or continuous

Usually application-layer interface is embedded
inside the application

12
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Application Layer interfaces

Sockets

e one-one or many-many, reliable or unreliable
Uniform Resource Locators (URLs)

e query servers, access scripts & databases
Various virtual world toolkit libraries

e no single winner, your mileage may vary

o Kent Watsen working on Bamboo plugin architecture

http: //www.npsnet.org/~watsen/Bamboo

13

Transport Layer

Host-host byte stream or datagram
communication between applications

* reliable delivery connection-oriented TCP
 unreliable delivery connectionless UDP

e experimental “reliable multicast” for trading off
reliability, speed, overhead of packet delivery

Goal: exchange datagrams end-to-end with
other hosts

14
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Transport layer: datagrams

Maximum transfer unit (MTU) for data
* maximum packet size on a physical segment

e Ethernet: 1500 Bytes

Contains address information
e remote host IP address

e multicast class D IP address

Internet/Network Layer

Encapsulate datagrams as packets
Contains routing information

Receives / ignores incoming packets as
appropriate from other hosts

Checks datagram validity, handles any
network error / control messages
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Internet/Network Layer 2

Router: a network node connected to two
or more networks that forwards packets
from one network to another

Routing: process by which nodes exchange
topological information to build correct
forwarding tables

Data Link/Physical Layer 1

Includes physical media signaling and
lowest-level hardware functions

Examples: network interface card
together with twisted pair wire,
coaxial cable or fiber
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Data Link/Physical Layer 2

Exchanges network-specific data frames
with other similar devices

Includes capability to screen multicast
packets by address/port numbers at the
hardware level

» Example: listening to all conversations at once
doesn’t scale well

19 2001

Physical layer comments

Physics of underlying media can impose
significant differences in signaling
ability

Strength of Internet Protocol is that these
disparate physical connections can all
interoperate, despite huge differences
in links

20 2001
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Outline: Multicast & MBone

Unicast/broadcast/multicast
MBone

Bandwidth and applications
Reliable multicast

Bridging

Getting connected

table of contents

2001

Unicast and Broadcast

Unicast: point to point between hosts
e reliable (TCP) or unreliable (UDP)

e examples: e-mail, http request
Broadcast: all hosts on a LAN
e cannot be *“ignored” and so costs cycles

e goes away in next-generation IPvé6

11
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Multicast

Class D internet addresses
e 224.0.0.0 through 239.255.255.255

Distributed over MBone topology
e native multicast support in routers

e otherwise a “tunnel” can encapsulate
multicast inside unicast packet headers

e can be confined to a LAN

Multicast Backbone =
MBone

Virtual network topology over Internet
Thousands of subnets connected
Slow steady sustained exponential growth

Software tools for various platforms
e audio, video, announcements, whiteboard, DIS etc.

e doesn’t matter what data is sent

12
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Typical unicast / broadcast

packet stream paths

to Internet MBone feed

..... unicast e-mail from host 1 to host 4
« broadcast message from host 3 to LAN

Example multicast routers

connecting streams

to Internet MBone feed

----- unicast encapsulation of multicast to pass routers
------------- multicast message touches each host on LAN

13
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Key differences:
unicast/multicast 1

individual multicast packets readable
by every host workstation on LAN

elimination of duplicate streams
reduces bandwidth requirements

Key differences:
unicast/multicast 2

workstations screen unwanted multicast
packets at the hardware level,
eliminating unnecessary computational
burden on applications

(analogy: culling unwanted network
traffic in hardware, not software)

14
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Bandwidth constraints

Frame rate versus bandwidth
e human perception of smooth motion 7-8 Hz

Global MBone historically 500 Kbps

ADSL, T1: 0.5-1.5 Mbps typical offsite link
Ethernet: 10 or 100 Mbps

time-to-live (ttl) field limits data travel

administrative scope boundaries are also
ossible (e.g. campus restrictio .
p (e.g p NS:GRAPH

29 2001

Transport: reliable multicast

Many variations in use, development

Selective reliable transport protocol (SRTP)
by Mark Pullen at George Mason University
(GMU), Fairfax Virginia USA

http://netlab.gmu.edu/srtp
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Transport: bridging

Example in DJV bridges multicast LANs by

e wrapping multicast packets in unicast headers
e exchanging streams via reliable TCP unicast socket

e unwrapping unicast headers from multicast packets

cd vrtp/ml/navy/ nps/bridge
java nil.navy.nps. bridge. Mul ticastRel ayC i ent
java nil.navy. nps. bridge. Mul ti cast Rel ayServer

Mul ticast Rel ayCd i ent. htnl

Mul ticastRelayC ient. htn
in action

[_[o]x]

Fle Edit Yiew Go Communicator Help

" Bookmarks A Location: e/ 77cl fert himl |~ @) What's Related I

MulticastRelayClient PDU Bridge AwiiulticastRelayClisnt Client unicast portis: 2280
AwihulticastRelayClient java.net MulticastSocket: method gefTimeToLive (I not found
Server Name W AwithulticastRelayClient: .. iry deprecated JOK 1.1 getTTL method instead
Sener Port Is010 elayClient default multicastSocket.gefTTLO=1
AwihulticastRelayClient. ..sent datagram (ESPDU) from server o local multicastSocket

Address [Zzaz181145 AwithulticastRelayClient. ...sent datagram (ESPDU) from server to local multicastSocket
) elayClient. elayClient stop(): (hoolean) sending = false,
@ Muticast  Port 62040 elayClient elayClient stop(): (boolean) sending = false;
© Unicast  Packets Relayed: |9 AMMuItlcastRe\ayChem Sending "disconnect' to server and exiting AwtMulticastRelayClient.

elayClient: elayClient.stop(): (hoolean) sending = false,
Athum:astRe\ayC\lem Clientunicast portis: 2288
e A elayClient: java.net, method gefTimeToLive QI notfound
—J-J-E“—?fj elayClient: ..ty DK 1.1 getTTL method instead
AmMultlcastRe\ayCHem default multicastSocket. getTTLO=1
elayClient: ..sent datagrar (ESPDU) fromm Server to local multicastSocket
Here is the AwtMulticasiRelayClient, java source AthuItlcastRe\ayChem ...sent datagram (ESPDU) fram senver to local multicastSocket
and the MulticastRelayServer java source. AwthiulticastRelayClient ..sent datagram (ESPDUY from server ta lacal multicastSocket
AwttiulticastRelayClient: ..sent datagram (ESPDU) from server to local multicastSocket
[ == (Applet mil navy.nps. bridge. AvthulticastRelapClient running - | AwthulticastRelayClient ..sent datagram (ESPDU)Y fram server to local multicastSocket
AwttiulticastRelayClient: ..sent datagram (ESPDU) from server to local multicastSocket
AwttiulticastRelayClient: ..sent datagram (ESPDU) from server to local multicastSocket
AwthulticastRelayClient: ..sent datagram (ESPDU) from server to local multicastSocket
AwthulticastRelayClient: ..sent datagram (ESPDU) from server to local multicastSocket
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Getting connected

Price of admission: making the effort
e read our paper, MBone books available also

* need system administrator or other champion
Multiplatform software

e expect complete interoperability, high quality

o free, strong development community support
No one is “in charge” ©
Still awaiting widespread multicast...

33

University College London (UCL)
Mbone Software Tools

Networked Multimedia Research Group, UCL

Open source and binaries for multiple platforms
sdr: Session Directory

rat: Robust Audio Tool

vic: Video Conferencing Tool
wb/wbd: Whiteboard

nte: network text editor

ReLaTe: integrated interface

vw-mice.cs.ucl.ac.uk/multimedia/software

ser Guides also available
34
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| ¢psimon Locknart

UCL Mbone Tools

W Listen B4.7 ki
«  Headphone

<[> Diederik van Diggelen (AUCS)
|{[»Robert Stone (JANET)
:q}s(ur\e Sunde (University of Osl)
|pe byelong

|{[>Espen Jandanl

1321873188
132.187.3.188/h261
1365 13kbss (7.3%]

|t oute || coler |[[info... |

“Untitled session”
Address: 224 2 220 62 Port: 31106 TTL: 15

B B2 a3 Cptions about.. | cuit |

videorz144.173.6.86/h261
2165 11Kkbrs  (0.4%)

e | Calencar | Prefs ‘ Help ‘ Gluit |

Public Sessions

[F¥[1tJ — Channel 2

[P IP Mutticast Sumrmit 1999 - Busine
@\P Mulicast Surnrmit 1999 - Deploy
[%7]1P Muticast Surnmit 1998 - Keynof
F2]1P Multicast Summit 99 - Technolo
| AMRc

ELemures and Seminars

| 7|Low—Banchwidth Sessions
4?|Lund University: FilosoficirkeIn der

ting

Enter passphrase 1 view enoypied sessions

Multicast Sessian Directony w27

Key resource for developers:
UCL book on multicast networks

Internetworking Multimedia
» Jon Crowcroft, Mark Handley, lan Wakeman

* UCL Press, December 1998
e http://www.cs.ucl.ac.uk/staff/jon/mmbook/book

/book.html

* Hardcopy, Taylor & Francis Inc. 1999

http://www.taylorandfrancis.com

18
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Ross Finlayson’s Mbone tools

Packaged versions of UCL Mbone tools
Freely available binaries in multikit
e http://www.live.com/multikit
Session directory enhancements
Automatic unicast-multicast bridging (LiveGate)
C++ source libraries for RTP/RTCP
UDP Multicast Tunneling Protocol

All media networked to all hosts
is now possible...

audio
imagery
video

3D geometry

behaviors

you name it!

19
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macedoni@hossie.cs.nps.navy.mil i
Il © mike mccan,, connor, don brutzman, t
ry il

ighs i gos
aedrus @nps.navy.mil>: be right bal
T Bauer (FSU) <jibauer@acns.fsu.

Address: 224 2.223.83
Name: macedoni@ bossie.

LBL Visual Audio Tool v2.14i

megrez%telnethps502001
Trying134.89.2.200...
Connected to hp850.mbari.org.
Escapecharacteris "'
Trollcontrollogin:teto
Password:

Type? for help, q to quit

10:24Vt6G299.8 -16 34.4 3.4 280.40.5 350230 2095 EHigFiRERe Il
Tme Pol Az’ E1 L SpPLOvSen Cringbmg | E10 S

;:.22;1‘:"6(5299.8 -16 344 34280405 350230 2995 contrast 3 e Session Directory viid
10:24Vt6G 299.8 1.6 35.2 3.4 280.40.5 350 230 2995 L SRS Ay
10:24Vt6G 299.8 -1.6 35.2 3.4 280.40.5 350 230 2995 ** Please don't start a radio session =
g Address: 134.89.2.237 GMS-4 Composite
10:25Vt6G 2716 -16 6.8 162722053502302995 Frofie sate: 01 fps GMS-4 IR
10:25Vt6G271.6 -16 6.8 16272.20.535023.02995 Bandwidth: 28.1 kbps GMS-4 VIS
10:25Vt6G271.6 -16 6.8 16272205 3502302925 ' - P IMM Beta 2.6
10:25Vt6G2716 -16 6.8 16272.20.5350230299.5 i LeRC <-> ARC test
10:25Vt6G271.6 -16 6.8 16272.20.535023.02995 Greyscale IMBMG weekly meeting
10:26Vt6G271.6 -16 6.8 0.7 228.10.535023.02995 MBone Audio ¥i
10:26 Vt6G271.6 -1.6 10.3 0.7 228.10.5 35123.02995 —| Wonterey Bay Modeling Group weekly MBONE |4
(r:I- . N e (m} meeting.

y for 5] @ 224.2223.83, ttl 75
megrez% telnet hp850 2000 = Lifetime: from 09:30 PBT until 18:30 PDT
Trying 134.892.200 ... Media: audio@53120/45272, vi 179,
Connectedto hp850mbaii.org 3
Blank Page | Clone Page | nport PS | port Tent | mecannid | 4 [T | =1

i

Multicast implications...

"It is not every day that someone says to you,
'Here is a multimedia television station that you
can use to broadcast from your desktop to the
world.' These are powerful concepts and
powerful tools that extend our ability to
communicate and collaborate tremendously.
They have already changed the way people
work and interact on the net."”

[Macedonia, Brutzman 94]
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Downsides and workarounds

Multicast still not widely deployed
e But workarounds continue

Microsoft Windows doesn’t loopback
standalone

e Connect to network to send/receive multicast
e Automatic fallback to well-defined unicast

e http://support.microsoft.com/support/kb/articles
/Q131/9/78.ASP

41

Outline: Content

World Wide Web
VRML

Java

Vertical integration

table of contents

2001
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World Wide Web

Internet is our global supercomputer
Web is our global super-database
Sustained exponential growth rates

e ~10% per month hardware (Moore’s Law)

* No longer easy to measure:

* ~15% per month Internet hosts
» ~20% per month content on the Web

All media, machines, people - of course!

43 2001

VRML Overview

Virtual Reality Modeling Language

Began in earnest at SIGGRAPH 94

VRML 97 is ISO-approved version of 2.0
VRML 200x (X3D) is next-generation version

3D Web browsers freely available for (most)
all computing platforms

Now gaining X3D, open/community source
Web-wide dynamic 3D graphics

44
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VRML Overview

Large-scale internetworked 3D worlds are
now possible

Scaling up is both a technical challenge and
a people challenge

Loadable/storable via many apps, APIs
Interchange format: “Content is King”
VRML can do most jobs, as partner or alone

45 2001

VRML Overview

Dynamic 3D scene description language with
behaviors and animation

Rich set of graphics primitives gives
common-denominator file format

Well documented, plenty of examples

Scene graph compatibility with variety of
compiled code = every API can “win”

46 2001
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VRML Overview 4

Web-capable similar to HTML:

authors can insert/add objects to scene

(Inline node) or replace entire scene
(Anchor node)

Interpolators enable simple animation and
interaction

Script nodes for Java and EcmaScript
(JavaScript) now required

47

VRML Overview

Open technology,

developed by (lots of) working groups,
ISO-standard stable,

Innovating next-generation specification

Web3D Consortium: http://www.web3D.org

24
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Java

Numerous desirable attributes for the LSVE
application domain are provided by Java
e cross-platform, portable code

e recompilation not required
network support
VRML compatibility
Advanced multimedia, imagery and 3D APIs

performance is excellent

49

Integrating Java + VRML 1

Class libraries specified for Java-VRML
interface

Script nodes encapsulate Java objects
embeddable in the VRML scene

ROUTEs link Java object fields/eventins/
eventOuts to 3D node fields

25
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Integrating Java + VRML 2

Java objects can query (and interact with)
browser as well as Web

createVRMLFromString method enables Java
objects to generate arbitrary VRML
geometry

Integrating Java + VRML 3

See Annex C of VRML Specification for details
e Java Script Authoring Interface (JSAI)

External Authoring Interface (EAIl) is now a
revised/implemented specification providing
alternate Java-VRML-browser methodology

Event = changing a value in the scene graph
See Brutzman reference paper on VRML + Java

52 2001
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Event-based control by Script

Scri pt NodeEvent Qut Control .wl .java .htnl

VRML Scene Node name DEFs Events Java via Script Node

Group import vrml. *,
—O Viewpoint FirstViewpoint import vrml.field.* import vrml.node.*;
%LTouchSensor ClickTextToTest @—
touchTime public class
Transform TextPosition - SeriptNode EventOutControl extends Script
{ranslation
Shape eventin startTime
appearance eventOut  ChangedText
material eventOut  ChangedPosition
geometry
text MessageToUser € public void initialize ()
string /f connect eventIn & eventOuts
fontStyle / set ChangedText to intermediate value
Script Interface ScriptNode
url  SeripiNodeEventOutControl public void processEvent (Event touch)
eventIn startTime € { activated by user’s ClickTextToTest
eventOut Changed Text /f ChangedText & ChangedPosition events
eventOut ChangedPosition { are modified, sent back to VRML scene
}

Field-based control by Script

Scri pt NodeFi el dControl .wl .java .htnl

VRML Scene Node name DEFs Events Java via Script Node

Group import vrml.*;
2 Viewpoint FimstViewpoint import vrml.field. * import vrml.node.™;
%LTouchSensor ClickTextToTest @—
touchTime —————— public class

Transform [ TextPosition J e SeriptNode FieldControl extends Script

——

translation ©—————— .
Shape e eventIn startTime

appearance T field ChangedPosition
material - field ChangedText
geometry ——————— [

text [ MessageToUser J £ public void initialize ()

string ——————— /f commect eventln & fields

fontStyle // set ChangedText to intermediate value
Script Interface ScriptNode
ul SeriptNodeFieldContro public void processEvent (Event touch)
eventln startTime « // activated by user’s ClickTextToTest
field ChangedText ~ USE MessageToUser // ChangedText & ChangedPosition field
field ChangedPosition USE TextPosition ! references directly modify VRML scene

}




Internetworked Graphics Tutorial

General entity solution

network

Outline: Interactive Network

Four key network components for Large-
Scale Virtual Environments

DIS-Java-VRML working group, testing
dial-a-behavior protocol
virtual reality transfer protocol (vrtp)

table of contents

2001
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Four key network components
for LSVEs

Light-weight interactions
* Short state/event messages via multicast

Network pointers
e URLs to information resources

Heavy-weight objects
e reliable client-server response

Real-time streams - audio, video etc.

57 2001

IEEE standard DIS protocol

Large-scale multicast applications
Truly many-many communications

Single entity bandwidth ranges from
230..15,000 bps (bits per second)

Latency & jitter compensated by timestamps
& dead reckoning

Example behavior/interaction protocol

58 2001
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DIS-Java-VRML

Networking is the key bottleneck, not 3D
graphics rendering

 Particularly as graphics capabilities increase

We are creating virtual worlds
e open standards

e portable and scalable
e physics-based
e easy as building a web page - almost...

59

Java used for DIS library

Can be used to animate VRML scenes via
Script nodes

Multicast capable (using JDK 1.1/1.2/1.3)
Available: Netscape, Internet Explorer

Portability across platforms enables scaling
up to many users

Performance is satisfactory

30



Internetworked Graphics Tutorial

DIS-Java-VRML Data Flow

[DIS/JavaNRML Data F Iowj

DIs PDUs
from DIS-based
application

Netscape 3.0

multicast Java applst
to unicast -
Tt dishrigge [T =] Unicast socket e -

- Multicast socket 4’—)

OIS PO U parser

|
vl package +

VRMIL 2.0
Browser plug-in

VRML 2.0 scenay
with Script nodes
linked from Jdava

Goals: DIS-Java-VRML

Free Java implementation of DIS protocol

Easily stolen (i.e. re-used) examples

Recommended practices for mapping
between DIS & VRML

Utilities: record/playback, viewers etc.

62 2001
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DJV Demos

Numerous demo examples in dis-java-vrml
software distribution - snapshots follow

Latest version of codebase included in
SIGGRAPH course CD

Open participation, use
Distribution updates:

www.web3D.orge/WorkineGroups/vrtp/dis-java-vrml
These are examples you can use & adapt

2001

P AN ED B =

7| i Backmaks  fi Location [Fipc/7sck. webD.org/spring2l disk/ ] @ what's Related

web|3D
CONSORTIUM

|DIAY
Code

. web|3D

S D K Resource

Spring 200l

Software Development Kit

News Participate Contacts Credits Legal
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DIS utility: EspduSender

e Edt View Go Communicator Help

[ O]

j " Bookmarks ) Location [ile:#/7cl it -

| @ whats Releted I

R PN

hulticast Address:

Multicast TTL.
@ Multicast

) Unicast

62040
Unicast Destination Port 8006
Incalhast

Unicast Destination Address:

SitelD 0
Application ID:
Entity ID:
Marking
Exercise ID

Send Interval (sec)
Packets Sent
Time Limit (Hrs)

224.2.181.145

Site 13

14 178

14

# EnityALocation EnfityrLocation EnfityZLocation velociy velocibyY velorityZ Psi Theta i =]
4 0 -

-1
-1
-1
-1
-1
-1
-1

[stan] [

EspduSender

DIS Entity State Protocol Data Unit
(ESPDU) Sender

OGS Wna0w Toolkit

Check the Java Console for diagnostics
and error messages
Cut & paste data into the text area in the
order indicated to set espdu values. Blank
lines are ignored, comments are set off by

spreadshest, then cut & paste it into here

The order of the fields in the text area is:
EntityX Entity'y EntityZ YelocityxX
WelocityY VelocityZ OrientationPsi
OrientationTheta OrientationPhi
AngularyelocityX Angularyvelocityy
AngularvelocityZ

Source code;
mil.navy nps. awt AwtEspduSender java

Networking
parameters

Entity
identification

Data cut &
pasted from
spreadsheet

DIS utility: PduViewer

duViewer - Netscape M=

o Edit View Go Communicator Help

# " Bookmarks 4 Location |Iile 7 elpvtpdmil/navy/ npsdaut/Pdubiewsr. himl

=] E whats Relaied B

e Ao s d

@ Multicast

 Unicast

Internet Address [zezrerias
Port 62040

Entity State PDU printvalues(
protocolersion: 0
exerciselD: 0
pduType: 1
protocolFamily: 0
timestamp: 46160348
length: 144
EntitylD sitelD: 0
EntitylD applicationD: 1
Datted decimal format: 0.0.0.1
EntitylD entitylD: 2
forcelD: 0

o

ESFOU
ESERL U345
ESPOU 46160343
ESPDU 46160348
ESPOU 4R160348

ESPDU 46160348

ESPDU 45160348 =]

_start| _Biop | |Flush Paus

160348 &

PduViewer

DIS Protocol Data
Unit (PDU} Viewer
using Java Abstract
Window Toolkit
(AWT)

Check the Java
Console for
diagnestics and
error messages.

Source code:
mil.navy.nps.awt,
AwtPduViewer.java

[Eipplet mil nawy.nps. awt AwtPdubiewer run

ning

J&h S ()

Networking
parameters

List of
ived PDUs

Data in the
selected PDU
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EspduTransformExample.wrl

Bookmarks  f Location |me A4 feltpdmildnavypsddis/Espdul ransformEAMP | @57 what's Related m
P Fo P Nr =N Entity remotely
controlled
via DIS

Click entity
to toggle
Espdu trace

| Document: Dane

ultiple entities:
/vrtp/demo/auv/
AuvinBeachTanks.wrl

High-
Remotely resolution
Driven 6-DOF
NPS AUV physics
Model
AUV

Locally
Generated
AUV

§34
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http://www.web3D.org/WorkingGroups/vrtp/
demo/gimbals/DisCoordinateSystemGimbals.wrl

Rotate the
jet’s three
gimbals
to read
coordinate
values,
converting
between
DIS and
VRML
coordinate
systems

Up
Y viml, -Z DIS

body <Y il

body Y right

VRMI. SFRotation = (0.991123 0.13268 IZ).(
. azimuth) = (38.8

Capture the Flag uses four DIS
message types for interaction

Interactive

Edit “iew Go Communicator Help

physics-based
network-scalable
with actual terrain

Collision PDU
(bump info)

§35



§)Internetworked Graphics Tutorial

= == \

File Edit View Go Communicator Help

Sl e o F 2|

Capture the Flag: getting started

\vrtp\demo\helicopter

PlayCaptureTheFlag.bat

| ava denmo. hel | copt er.
5] Welcome to Capture the Flag! Please pick your team.

Red Team Blue Team

§36
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Entity selection panel

lease select your Blue keam player iden! n and agent status:

10-second

pause

Player Entity Identification

helo 30] activel
helo 31

listens helo 32

Shredder tank 35

for other Therger  tanh 3¢
players

Now
double
click

- Multicast Address

to select
your entity

Multicast Port Number

62040

:a Helo Control Panel  Eagle 22 R71-63022 [0/1/22)
Targue {vertical thrust B4 1 i}
] Torgque Ab Ground Heading
00 [ SR

0 41 [
Speed  Altitude
; 14
Rockets Onboard

| Fire Rockets

T4 Tank Contiol Panel _ Charger 36 R71-63036 _(071/36)
Reverze Forward 40

 SpeedControl - =

W Fire Main Gun

[ Agent Driven Select
Agent Driven
... then
Start
to launch
your
entity’s
control
panel

DIS Site ID

DIS Application ID

I

H 0 = |
ame

Hose Angle |

Mew Vehicle Nose Up |

Hover Nose Do ||

Left Turn Right Turn |

[_[Tx]

™ e
ame
Main Gun Elev
New bishicle Raize Gun
Brakes Lower Gun
Turret Left Turret Right
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H-Anim compliant model + DIS:
Nancy by Cindy Reed-Ballreich

Edit ¥iew Go Communicator Help

Four embedded
behavior
animations

|Document: Done

Human control panel

24 Team Panel: Nancy 40%**40
Other Actions

High Height

Speed Climb Rate Speed Above Ground

=10 Turn Rate
L

T T — T

j ¥l
Heading
- | 156 | Visible

Flfe FIfE Turn Rate 22 Fire

Turn Rate Turn Rate

B %
\|\\ Raluad 'j |\|\\| Reluau = [ T | Reload

- N
Heading Ammo B -, O Squad? Heading Ammo

:_ [ Squad? Heading Ammo :_ [ squad?
- ” 20]
Speed Reset Speeﬂ Reset Speed Torgue Mose Angle []Squad? Heading
Flre S

Turn Rate Turn Rate FI[E - -
- Bank Angle

.l T | o Raluad - [ \ v Reluau ]
(AR AGL

i D Squad? Heading Ammo D O squad? Heading Ammo

El & N -l-
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Fi o Communicator  Help
i 238 eounssB E
4 = iks A Location: [TheFlag wil

Human team preparing
to enter helicopter

Capture the Flag: rules

Red tearmn captures BLUE FLAG

Blue team captures RED FLAG

Anyone can shoot anyone

Airfields are 5 Km apart

Click entity to turn on/off 3D tracing text
Use “High above Airfields” viewpoint

Capture the flag 3 times to win

78
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Explosion modeling

Prototype for exploding things
e Initial position, orientation
 Final position, orientation

» Provides simple ballistic-trajectory interpolators

Need to integrate PDUs
o COLLISION, FIRE, DETONATE

e Easy, functionality already inside EspduTransform

View G0 Communicator Help

1l 23 V2tuasdB @

| i " Bookmarks . Location: [fle: /7 /Cl v web3D.org/ T askGroups 3d ranslation/ examples/courses_new_resulwil | @7 What's Related

Helo Exploding ...
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File Edit Yew Go Communicator Help

o

i 2 ANV aonsdB 4

" Bookmarks  J; Location: [fle:#77CH . web3D.ora/T askGiroups/3d/vansiation/ewamples/course/_new_resultwl

[ == [Document; Done

| @7 What's Felated

ile Edi: WView Go Communicator Help

JRT=TET

1§38, 0308

w4 " Bookmarks . Location [fle:/7/Clmmnweb3D org/T askG oups/ 33 ranslation examples /couse/_nen_tesdlwnl

xploding

[Document: Done

x| @3 What's Related
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Fle Edt Vew Go Communicator telp

i AN B0 8

for [fie-/7/ L Pwm 1web 3D.org/T ask Gioups /v 3d/ansletion/examples/course!_nen_tesulwl

ATO Autogeneration

Utilize XML version of Message Text Format

e USMTF-XML might transform all DoD message traffic
Prepared example Air Tasking Order (ATO)
Extensible Stylesheet Language (XSL) used

e Converts ATO to X3D/VRML: no programming !!

3D world shows squadron executing ATO
» Georeferenced terrain/imagery for route, target

* Aircraft, callsigns, auto-playback flight animations,
visualizations

Thesis performed by 2 USAF captainis
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w Go Communicator Help
| i A B anadB
| " Bookmarks A Location [le://cl/T0 A/RML_ai_plan wi | @7 what's Related

50 - 5, BLIEERY.

Aui:ogenerai:ion of georfrenc
Air Tasking Order (ATO) LSVEs,
using L-ased Op Ord

Slow

0.0 secs
: 0 hr 46 min

| B Document: bore B

g Interface (SAI): Package org.web3d.x3d. ava¥rml - Netscape =] 3]
Eile Edt View Go Communicator Help

- ‘t' Bookmarks J‘ Go lo:lhltp:f.fwww wieb3D .ong/ T askGroups/x3d/zaifiavadoc/orgAweb3d x3d/ sai/Dis) avay'ml/package-summany. bl ﬂ @'What's Related m

Overview [FEERE Class Tree Deprecated Index Help

FREV PACHAGE NEXT PACKAGE FRAMES HOFRAMES

Package org.web3d.x3d.sai.DisJavaVrml

SAl Disdavavrml package: DisJavayrml Profile demonstrates how to implement the IEEE Distributed Interactive Simulation (DIS)
Protocal with WRML 97/200x for physics-based multi-player distributed virtual environments

See:
Description

Interface Summary
EspduTransform |EspduTransform is a node interface, used by implementations of YRML's EspduTransform node

ReceiverPdu ReceiverPdu is a node interface, used by implementations of YRML's ReceiverPdu node.
SignalPdu SignalPdu is a node interface, used by implementations of VRML's SignalPdu node

TransmitterPdu | TransmitterPdu is a nods interface, used by implementations of YRML's TransmitterPdu node

Package org.web2d.x3d.sai.DisJavavVrml Description

54l DisdavaVrml package: DisJavaVrml Profile demonstrates how to implement the IEEE Distributed Interactive Simulation [DIS)
Protocol with WRML 97/200x for physics-based multi-player distributed virtual environments

hitp: s wieb3d argMorkingGroupshtpldis-java-vrml

Overview [ETETT Class Tree Deprecated Index Help

PREY PACKAGE NEXT PACKAGE FRAMES N0 FRAMES

L« |

== [vou1 are offline Ch “GnOpine “boconpect SRR S = I S B 2
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7 %3D Scene Authoring Interface (SAL): Interface EspduTransform - Netscape : =TS
Ele Edit Wiew Go Communicator Help
| T Bokmatks K Gotor itp: /v wieh 3D org/ T sekGroups/s3ddssidjavadoe o web3dh07ssiDis) avaimi/E spaiTtansfom kil ] @7 what's Related ﬂ
Overview Package [MEH] Tree Deprecated Index Help
FREV CLASS HEXT CLASS FRAMES NO FRAMES
SUMMARY: INNER | FIELD | CONSTR | METHOD DETAIL: FIELD | CONSTR | METHOD

org.web3d.x3d.sail.DisJavavrml

Interface EspduTransform

All Superinterfaces:
Ease, BaseMode, BoundedModeType, ChildhodeType, javalang Cloneable, Element, EventListener, EventTarget,
GroupingModeType, MNode

public interface EspduTransform
extends GroupinghlodeType

EspduTransform is a node interface, used by implementations of YRML's EspduTransform node.

EspduTransform tooltip appinfo; EspduTransform is a networked Grouping node that can contain most nodes. Hint insert a Shape
node before adding geometry or Appearance

EspduTransform documentation: hitp: A web 30 orgMorkingGroupsivitp/dis-java-vrmliSoftwareReference htmkdis

EspduTransform source code: orgiweb3dixAdisai/EspduTransform java

Design pattern considerations:

MNode interfaces are represented by element in the X3D Schema and implement the appropriate 30 node type in the scene-graph
interface hierarchy. Mode interfaces also ensure that node classes in a software implementation match the required attributes of the
corresponding XADMARWL 200x nodes. Together these qualities provide functional consistency betwieen X3DMNRML 200x
scene-graph content and Scene Authoring Interface (SAl) code

B =R R Y|

| Eds [tou are offline, Choose "Go Online.." ko connect

Y ¥3D Scene Authoring Interface (SAL): Interface EspduTransform - Netscape g _1al x|

Fle Edt Yiew Go Communicator Help

7w Bookmarks A Goto [nitp /s web3D o/ T askGroups/«3d/saiavados o web3d//ssiDisl avaimlE spaiTianstom himl | @ whats Relsted I

Integer getSitelD ()
Accessor method ta get current value of field sitelD

Tine getTimestamp ()
Accessor method to get current value of field timestamp

ColorlgetTraceColor ()

Accessor method to get current value of field traceColor

Eoolean getTracedava ()

Accessor method to get current value of field traceJava, defaultvalue is false.

¥ector3Float getTraceOffset ()
Accessaor method to get current valus of field trace Offset

Yector3Float getTraceSize ()
Accessor method to get current value of field traceSize

WectordFloat getTranslation ()
Accessor method ta get current walue of field translation, default valus iso 0 0.

Tive |getWriteInterval ()
Accessar method to get current value of field writelnterval, default value is o

void setActive (Ecolean newhctive)
Accessor method to set a new value for field attribute active

void| setAddress (String newAddress)
Accessor method to set a new value for field attribute address.

void|setApplicationID (Integer newApplicationID)
Accessar method to set a new walue for field attribute applicationlD

void|setArticulationParameterCount (Integer newArticulationParametercount)
Accessor method to set a new value for field attribute articulationParameterCount

void gsetArticulationParametervaluel (Float newArticulationParametervalue()
Accessor method to set a new value for field attribute articulationParameteralue0.

void setArticulationParametervaluel (Float newArticulationParametervaluel) =l
| Ea [¥ou are oFfline. Chaose "o Online.." to connsct e = B
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DIS Testing

Build testbed lab at NPS and GMU, elsewhere

e George Mason University (GMU)

¢ various masters and Ph.D. students

Goal: around-the-clock exercises
e statistics, toolset development
e Low bandwidth global on MBone
Emphasis on end-user results
Other sites welcome to collaborate

89

Additional capabilities

Recent: PduPlayer provides VCR interface to
record/playback behavior streams

* Maybe we need a new MIME type? ©

Thesis: Multiple-human team control
Multilingual: X3D-Edit support for DJV tags

Sometime: georeferenced GeoVRML 1.0
terrain integrated with EspduTransform

90 2001
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Dynamic behavior protocol

We are building a DIS-like data protocol,
modifiable on-the-fly, that will allow rapid
development of network communications
tuned for large-scale multicast applications

Public domain software written in Java

Virtual Reality Modeling Language (VRML)
compatible and scalable

Dynamic Behavior Protocol:
defining over-the-wire formats

protocol guru

Multiplayer ACIOYI = Aves of

networked ILERESE 3\ i lcly

Application Wlnzigees
Data Units
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vrtp motivation question:

use client/server or peer-

peer?

troublesome cul de sac: many conversatlons

always seem to end up here

must we choose only one?

93

i -

client/server: browsers, http, object request
peer-peer: DIS PDU, other MBone streams

realization: networking is not bipolar, rather a
spectrum of functionality. Use all of it well.

2001

why not use the full spectrum?

client
server

http
web browser
multi-user worlds

audio

video
DIS behaviors

47
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examples in midspectrum

client peer
server peer

http audio
web browser video

multi-user worlds DIS behaviors

group-cached http ~ “reliable”
servers (NCSA) multicast

what does networked 3D
desktop look like?

client
* looking at someone else’s world
server

* showing others your world

peer
e scalable behavior interactions

of course, “everything just works”

96 2001
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what else is on desktop?

client

¢ looking at someone else’s world

server

e showing others your world

peer

e scalable behavior interactions

*“everything just works” means we also need
network monitor capabilities

97 2001

so where does vrtp live?

HTML/XHTML
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vrtp IS NOT...

possible using just http

yet another transport protocol

a competitor to existing protocols
a step in an untested direction
about adding complexity

hard for users to understand

vrtp IS...

a framework for combining essential best-of-
breed protocols

a combination of existing software

a way to give user scenes easy access to a full
spectrum of network capabilities

URL extensions: client/server/multicast
easy to use
all about simplification & streamlining

100
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vrtp streaming

Seene graph geometny

¥EML  Fohenleit  JavadD

ROUES AFT event model

1

vrip streaming-behaviors component

Scene graph geometry

* Animated behavier = change a scens graph value
* Simple extensions o various scene graphs.

hreas

D Gorpt Goript
node \nnde

ROUTEs ROUTEs ROUTEs

Gori
node,

January 21,1999

Includes scens graph abstraction layer to interface
VRMIL, Java3D, Fahrenheit, OpenGL, et

« Gonoral approach tobshaviors funlionality

provides siream flexibiity and interoperabilty

o Altematives to a scene-graph stack approach are

typically APLA pplication unique, meaning net
robust, network-unfriendly and not sealable

semantios exsmple’ behaviors
to/fom corresponding VRML entifies

swtax: data placed In data structues

{ext (or binary) paybsd data

[Real-time transport protocoa

==

P}
@
<5
=
3
@
—
=
Q
-0
w)

o}
)
3

o
)
=1
)
Q
=X

=

N
v

RTP hoader + txt (or binary) payload data

(

Behawior stream buffer

kel

Connedt appropiiate pactet steams

L

Area-of-interest manager

Lriverml dient- Inkme{

[session a cettisernents]  [behaviors| [stream formats]

® Coirect enity data passed to corresponding
:)[ Entity event dispatcher j .

= Generate geomelryfor newly arriving entiies
« Lazy (eficient) deserialization of data slements

s0ene graph nterface. Threaded global state
Hash table supports unicue entity identification

vy
* General overthe-wire serialization protocol
Dial-a-behavior protocol |
« Adual data is markup text or binary
* Data struclures exposed by nn-time API

XML-defined formats, dynamically changeablo

* RTPis header infermation (over UDP ranspor)
= Payload sequence, synchronization, playout
= Gompatibity with ofher multicast streams

© Threaded parallelization to prevent process

) [ Behavior streaming buﬁ‘erj .

blocking during frequent network updates

Well-defined socket to ADIM offloads joinleave
work. Logical connection point for all streams

* AQIM connects to appropriate multicast groups

Q( Area-of-interest manager j .

(where groups = address + port combinations)
Listens to session advertisements & seif-updates

+ Can nunas separate process on LAN
* Multicast group agile (fast socket leavelioin)

Universal platform - physical network sonnection

[CANEWA [ Intemet

<GIX3D

5 Extensible 3D (X3D)

Specification

Next-generation VRML 200x scene graph!
X3D standard includes
* interoperable light-weight components

* 3D Web and broadcast applications
* VRML 97-inspired file format with XML bindings

e support for a proven standardization process

Specification, implementations, content,
API, conformance testing

102

2001
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X3D-Edit scene graph editor =]

File Edit Insert Selection Tools Help
Dis@ER@| o]« x| |na[8|@]8] k- El=]e|

=

=

o] vlo]e|-

MultiTesxture Extensions Testing i eb3D.org/Ta 0 anslationfexamples/HelloWao _[5[x
VRML profie | core prole | alowed =[] <mmiversion="1 0" encoding="UTF-&7> 14|
[ $ = DOCTYPE H30 PUBLIC "hitp i wreb 30, 0rg/ TaskGroup sk3ditranslations3d-draft.dtd” “filezfocalho:
- = - <iw %30
<= Mavigationinfo E\ = e
- Mormal

____ghlawgatmnlnm is a hindable node that describes physicalf NaMe: filename, content: HelloWorld.xml

characteristics ofthe viewer's avatar and viewing rodel. p: name: description, content Simple X30 example
i == reta; name: revised, content 31 January 2000

PixelTexture
<l metar name: author, content Don Brutzman
<£i PlaneSensor
e meta; name: url, content: hitp e web 30, 0rgrTaskGroupsix3 ditranslationfexamples/Hellovvorlc
FointLight

TS el = meta; name: generator, content X30-Edit, hitp:ihewwewe web 3d.orgTaskGroupsfdditranslationiREA
el PointSe
Sf\ FositionInterpolator = FE% deens
=] D Group

ProtoDeclare
“Wiewpoint. description: hello, world!, position: 68.0-1.0 0.0, orientation: 0.0 1.0 0.0 1.57

lE Protolnstance

<% ProximitySensar

[ Fro
FE— " - ( Sphere
& Appearance
== Navigationlnfo L PP
:. ImageTexture: url:"earth-topo_png" "earth-topo-small gir' "hittp i we b 30 orgn
il el i€ Transform: translation: 0.0-2.01.25, rotation: 0.0 1.0 0.0 1,57, scale: 1.01.01.0
DEF =Monex = & 3 Sh
USE <Mone> e
type "EMAMINE" "ANY" T Tet string: "Hello" "world!"
speed =Maone= E\L Appearance
Il material: difuseColor 0.1 0.51.0 =

I_|

[bind <Mone> |+

C:hwwe web 3D orgTaskGraupsiadittanslation/examplesiHelloWaorld xml pML_DOCUMENT] : Validation Successful

=

=

<

=
Messages)

1€ 3L L AILY) rdprIcs - REtstape =T
Fle Edit Yew Go Communicator Help
4 v AN biasdd @ |
wf " Bookmatks  fi Location [t /7w web3D org/T ackGrovps:x3dtranslationsF EADME X3D-Edi html =] @) what's Related
=

<$UX3D)> XK3D-Editfor Extensible 3D (X3D) Graphics

Don Brutzman (brutzmani@ings. nawvy mil)

Pupose | Status | Installation Setup | Download Updates | Festures | Details | Usage | Compact Form | Developers | Buafixes

Purpose
¥3D-Edit is a graphics file editor for Extensible 30 (30) that enables simple error-free editing, authoring and validation of ¥30 or VRML scene-graph files
Latest software and examples updates: Saturday, January 26, 2001

¥3D-Edit now uses the XML tagset defined by the ¥30 Compact Document Type Definition (DTDY in corbination with Sun's Java, IBM's Xeena XML editor, and
an editar profile configuration file

Status

¥3D-Edit is being used to develop and test the Extensible 3D {(#30) Document Type Definition (DTD) tagset. ®30-Edit also exercises various ¥3D graphics
rendering and translation implementations.

We're using ¥30-Edit to teach a YEMLUH®3D course. Reducing content bugs and eliminating the syntax idiosyncracies of WRML really helps! Using the beta
version January-March 2000, we got through the material in the ¥RML 2.0 Sourcebook one week faster than in previous versions of this course. We are making
similarly excellent progress using the current version of ¥3D-Edit. New ¥3D versions of sourcebook examples (270 totall) are available on the ¥30 Examples for
Wrml 2.0 Sourcebook site.

Suggestions and improvements regarding ¥30-Edit installationfusability are welcome. Discussion of this tool occurs on the x3d-contributors mail list

Additional instructions for Mac are available in README ¥30-Edit. Mac txt thanks to the ever mac-nificent Steve Guynup (quynups@gra. com

4 | on

La | =l L = PRl
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S PN 2.0 3UUTCEDOUK = | QDIE U1 LONLENLS - NEstape =TT
Eile Edit WYew Go Communicator Help —l
<0 AR, HsEB B |
J' Bookmarks \g& Location: Ihttp v web3D. ongd T askGroupsAxdd/ranslations examples Ay ml2.05 aurcebooktoc. himl j @'What's Related
Vrml 2.0 Sourcebook [
The VRML 2.0 Sourcebook, Copyright [1997] By Andrea L. Ames, David R. Nadeau, and John L. Moreland
Chapter 02 - Introduction Chapter 03 - Shapes Chapter 04 - Text
Chapter 05 - Positioning Shapes Chapter 06 - Rotating Shapes Chapter 07 - Scaling Shapes
Chapter 08 - Animating Position i} . . ) .
Orientation Scale Chapter 09 - Sensing Viewer Chapter 10 - Materials
Chapter 11 - Grouping Chapter 12 - Inline Chapter 13 - Points Lines
Faces
Chapter 14 - Elevation Grid Chapter 15 - Extrusion Chapter 16 - Color
Chapter 17 - Textures Chapter 18 - Texture Mapping Chapter 19 - Normals Shading
Chapter 20 - Lightin, Chapter 21 - Shiny Materials Chapter 22 - Backeround
Chapter 23 - Fog Chapter 24 - Sound Chapter 25 - Level Of Detail
Chapter 26 - Viewpoint Chap_telj 27- St_en_smg Vigibility Chapter 28 - Anchor
Proximity Colligion
Chapter 29 - World Info Chapter 30 - Scripts Chapter 31 - Prototypes
Help
| Chapter Links | Pages
| Chapter 02 - Introduction | * Figure 02.1 Hut
[ e [ . JE =
- = R Tl = L
S LONUMNAIICE - | G0IE OF LONLEILS - MELstape =TT
Fle Edit Yew Go Communicator Help ﬂ
2 At s EB @ |
w§ " Bookmaks i Location II’\ttp v weh3D org/ T askGroups/k3d translation/examples/Conformancatos html =] ) What's Related
Conformance [
Appearance
Appearance Font Style Image Texture
Material Movie Texture Pixel Texture
Texture Transform
Bindable Nodes
Background Fog Navigation Info
Viewpoint

Geometric Properties
Color Coordinate Normal

Texture Coordinate

Geometry
Box Cone Cylinder
Elevation Grid Extrusion Indexed Face Set
Indexed Line Set Point Set Shape
_— o _ _ _ _—
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Other technologies to watch

Document Object Model (DOM) for XML
http://www.w3.org/DOM

Synchronized Multimedia Integration Language
(SMIL, pronounced “smile”) event streaming

http://www.w3.org/AudioVideo

MPEG-4 streaming
http://sdk.web3D.org/resources/mpeg-4

107 2001

Economics issues

Predicting the future is perilous!
Here are some considerations...

* Small groups can be big players

* Value-added becomes a market basis

» What software is “free” tracks along
price/performance technology curve

table of contents

2001
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Economics issues

Information dissemination can be
completely decentralized

Open standards must grow and adapt
Closed/commercial standards wither & die

Slow semi-open standards fall behind and
effectively appear closed

Economics issues

Security issues (authentication, encryption,
signatures, watermarks, nonrepudiation etc.)

¢ Intentionally obfuscated by Sun, Microsoft, Netscape
(although see dis-java-vrml cross-browser solution)

¢ Intentionally difficult to produce: market for Verisign et al.
e Interesting: all issues meet in avatar technology
Misunderstanding/misinformation gets worse
Best approach: implement, test, evaluate

110 2001
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Applications of
particular interest

Creation: generating on-the-fly VRML

Interaction: simple or complex behavior that reacts to user
input
Camera: viewpoint animation and navigation assistance

Networking: Distributed Interactive Simulation (DIS) &
forthcoming behavior protocols

table of contents

Applications of
particular interest 2

Physics: NPS AUV underwater robot shows
complex hydrodynamics in real time

Sound/sonar: computational techniques for
spatial audio rendering

Big picture: these components and related
ones are the building blocks of cyberspace

2001
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Outline: Personal impacts

People + technology

Easy is important

All information interconnected
Long-term potential of LSVEs
Personal impacts: coming soon

table of contents

2001

People + technology

Large scale and “big as the Web” means
everyone AND everything

This is a people process just as much as a
technical process

Computer geeks get in trouble when we
apply technical solutions to people
problems (or vice versa)

57
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Easy is important

The right answer has to be very easy, or
people won’t bother doing it

“Easy as building a web page” is a
meaningful metric for easy enough

Until networked graphics are that easy,
shared-3D growth won’t scale with Web...

2001

All information...

Information overload is already norm
e “continuous partial attention”

People have easy access to more information
than any world leader ever did until a few
decades ago

» (whether leaders use information is a separate question)

Scientific / information visualization plus
hyperlinked 3-space can display, link all media

2001
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All information... interconnected

What does it mean when anyone anywhere can
create/join/ignore/compete with any stream of
information?

No one really knows
We learn by doing it

This is way cool

e and cool is a quantitative term!

Potential of LSVEs

Serve as archive & interaction medium

Combine massive & dissimilar data sets,
streams of every type, and models that
recreate reality

Provide context and links between isolated
mountains of content

LSVEs might impact all walks of life

59
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Foundations for public
cyberspace

Technical: VRML/X3D/Java3D, Java, IP
Political: Web3D Consortium stability

together with World Wide Web Consortium

(W3C) and Internet infrastructure
Economic: business cases already in play

Social: people issues are always hard to
predict (and very fun to figure out)...

2001

Personal impacts: coming soon

Imagine a world where the wonders of
interactive 3D graphics are available to
anyone anywhere anytime - not once a
year to “chosen few” at SIGGRAPH...

Our community has long wondered about
this possibility

Realization: networked 3D on the Web is
now letting us find out

120
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SIGGRAPH Online 2001
%ﬁ%m

Record all SIGGRAPH

program content online
* Papers

e Panels

» Representative courses SIGGRAPH
online

http://online.siggraph.org

121

RoundUP
Web3D Roundup __Dun

Wednesday evening

Best of the latest greatest content
Nondenominational, any Web3D is OK
Timothy Childs, monster of ceremonies!
Conference Abstracts and Applications (CAA)

May 2000 issue of SIGGRAPH’s quarterly
COMPUTER GRAPHICS

122
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Web3D Roundup SIGGRAPH 98

Next steps

Build lots of internetworked worlds

Experimentation is crucial, we are exploring
undiscovered country

Process is as important as product
Identify real bottlenecks to scaling up

table of contents

2001
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Conclusion

Combination of technical, political, economic
and social factors brings us to a new plateau:

we can now build large-scale networked
virtual environments that are connecting
everyone to everything

so get busy!

125

Contact

Don Brutzman

brutzman@nps.navy.mil
http://web.nps.navy.mil/~brutzman

Code UW/Br, Naval Postgraduate School
Monterey California 93943-5000 USA
831.656.2149 voice

831.656.3679 fax
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Internetworked Graphics Tutorial References

SIGGRAPH 2001 Course References

Reference Section

Internetworked Graphics:
Capabilities, Shortfalls, Frontiers

Don Brutzman
Naval Postgraduate School

brutzman®@nps.navy. mil

2001

Reference: graphics networking

Brutzman, Don,

"Graphics Internetworking:

Bottlenecks and Breakthroughs,"

chapter 4 in Digital lllusions, . & Eﬁ;itgﬂzgﬁiﬁg%g;
Clark Dodsworth editor, : o
Addison-Wesley (ACM Press), » 8

Reading Mass.,1997. 3 printing. _L“-_L- -

-

(local copy) breakthroughs.pdf Do(%’éépm\’_ .

http://web.nps.navy.mil/~brutzman/vrml I T "
/breakthroughs.html

http://store.acm.org/acmstore




Internetworked Graphics Tutorial References

Reference: graphics networking

Rhyne, Theresa-Marie,
Brutzman, Don and
Macedonia, Michael,

Internetworked Graphics and the Web,
IEEE COMPUTER, vol 30. No. 8, August

1997, pp. 99-101.

http://web.nps.navy.mil/~brutzman/vrml/
InternetworkedGraphicsAndTheWeb. pdf

(local copy)

3 2

Reference: graphics networking

dis-java-vrml working group

www.web3D.org/WorkingGroups/vrtp/dis-java-vrml
subscribing to mail list:

¢ mail majordomo@web3D.org

e subscribe dis-java-vrml

posting to mail list:
e mail dis-java-vrml@web3D.org

especially: Annotated References

4




Internetworked Graphics Tutorial References

Key resource for developers:
UCL book on multicast networks

Internetworking Multimedia
» Jon Crowcroft, Mark Handley, lan Wakeman

e UCL Press, December 1998

e http://www.cs.ucl.ac.uk/staff/jon/mmbook/book
/book.html

e Hardcopy, Taylor & Francis Inc. 1999
http://www.taylorandfrancis.com

Reference: infrastructure

NRENAISSANCE Committee, Realizingre ™

Realizing the Information '“f°""=':ttzl‘::

Future: The Internet and ' e latemer
Beyond, Computer Science = (_/
Telecommunications Board, ‘ '
National Research Council, === ) '
National Academy Press, -
Washington DC, 1994.

http://www.nap.edu

6




Internetworked Graphics Tutorial References

Reference: infrastructure

The Unpredictable Certainty: Information
Infrastructure through 2000, Computer BLE
Science Telecommunications Board,

National Research Council, National "‘.l"‘
2¢
5T

Academy Press, Washington DC, 1996.

'

http://www.nap.edu

Reference: infrastructure

Negroponte, Nicholas,
being digital, being
Viking Press, 1996. figifel

e www.randomhouse.com
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References: Java

Sun Microsystems Corporation
Java language home page
e http://java.sun.com

FAQs About Java and the JDK

e http://www.javasoft.com/products/jdk/faqg.html

Java Development Kit (JDK)
e http://java.sun.com/j2se

9

References: Java

JavaWorld mworld
monthly electronic magazine
http://www.javaworld.com

includes:
Java Tips tech articles + code examples

Developer Tools Guide

10




Internetworked Graphics Tutorial References

Reference: Java

Campione, Mary and Walrath, crememerprere
Kathy, The Java™ Tutorial: Third Edition
Object-Oriented Programming for
the Internet, third edition,

Addison Wesley, Reading
Massachusetts, December 2000.

http://java.sun.com/doc/books/tutorial

excellent learning text, SIC
includes CD-ROM, online 2001

Reference: Java

Horstmann, Cay S. & Cornell, Gary, ]AVA ]AVA
core Java 1.2, SunSoft Press, e i
Prentice Hall, Mountain View Q

California, 1999.

2
Faatures

JAVA SERIES ¥t

e http://www.horstmann.com/corejava.html

» excellent learning text as well as a detailed
reference, 2 volumes, includes CD-ROMs

e no Java3D

12
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Reference: Java 3D

The Java 3DTM API is a set of classes for writing three
dimensional graphics applications and 3D applets. It gives
developers high level constructs for creating and
manipulating 3D geometry and for constructing the
structures used in rendering that geometry. Application
developers can describe very large virtual worlds using
these constructs, which provides Java 3D with enough

information to render these worlds efficiently.

http://java.sun.com/products/java-media/3D

2001

Reference: modeling/simulation

Zyda, Michael and Sheehan, Jerry,
editors, Modeling and el o imon
Simulation: Competitiveness
through Collaboration, Computer
Science and
Telecommunications Board,
National Research Council,

1997. http://www.nap.edu

14
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Reference: networking

Macedonia, Michael R. and Brutzman
Donald P., "MBone Provides Audio and
Video Across the Internet," IEEE
COMPUTER, vol. 27 no. 4, April 1994,
pp. 30-36.

Available with course Cw

notes aS mbone. df Innovative techaology for compuler professionals

15

Reference: networking

Macedonia, Michael,

et al., "Exploiting Reality with Multicast
Groups: A Network Architecture for
Large-Scale Virtual Environments," IEEE
Computer Graphics & Applications, vol. 15
no. 5, September 1995, pp. 38-45.

Available with course notes as ieeecga.pdf

16 2001
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Reference: networking

The IP Multicast Initiative

Mostly commercial
consortium for encouraging
use of multicast technology

http://www.ipmulticast.com

Reference: networking

$SIGCOMM &

ACM Special Interest Group on Data Communication

ACM Special Interest Group
on Communications

http://www.acm.org/sigcomm
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Reference: networking

Internet Research Task Force
http://www.irtf.org

Reliable Multicast (RM)
Research Group

http://www.irtf.org/charters/
reliable-multicast. html

19

Reference: networking

NETLAB.GMU.EDU

SIWILEY S

Selectively reliable multicast Understanding ™

transport protocol: srtp ll:"(t):;::lts

J. Mark Pullen and Bob Simon Th;ort;sg!:amg;;m
http://netlab.gmu.edu Wb

10
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Reference: networking

Clinger, Marke, “GraphicsNet 95:
Integrated Voice, Video, Graphics

and Data Network Using & f; f_::-

Asynchronous Transfer Mode (ATM),”
COMPUTER GRAPHICS, vol. 30 no. 1,
February 1996, pp. 10-18.

Reference: networking

Brutzman, Don and Emswiler, Tracy,
“MBone Unplugged,” SIGGRAPH 95
GraphicsNet exhibit report.

Mobile global audio/video/graphics

Wireless bridge linking a video
workstation cart

m ///mb @ NGV mmllll//~¢brrwtzmmam1//wﬁnml/

11
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Reference: networking

Hoffman, Eric, Networking Services for
Shared Virtual Worlds, tutorial notes,
VRML 97: Second Symposium on the
Virtual Reality Modeling Language,
Monterey California, February 14 1997.

e provided on VRML 97 CD-ROM

 concise overview of concepts and issues, assumes
networking knowledge, on CD-ROM

23

Reference: networking

Peterson, Larry L. and Davie,

Bruce S., Networks: A Systems P AR N
Approach, Morgan Kaufmann SIS

'&Yw F‘ v")‘
Publishers Inc., San Francisco \gél‘/
California, Second Edition,
October 1999.

http://www.mkp.com - includes C software at
http://www.cs.arizona.edu/xkernel

Networking book written from the perspective of
Internet Protocol (IP) & working code

24 2001

12
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Reference: X3D, other software
http://sdk.web3D.org

=10l x|

Spring 2001 SDK Disk 1

Spring 2001 SDK Disk 2

web|3D

€DK

Spring 200l
Sof

‘tware Development Kit

Reference: virtual reality

Durlach, Nathaniel I. and Mavor,
Anne S., editors, Virtual
Reality: Scientific and
Technological Challenges,
National Research Council,
National Academy Press,
Washington DC, 1995.

http://www.nap.edu

26

13
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Reference: Web3D

web|3D

CONSORTIUM

http://www.web3D.or

27

Reference: VRML

www-vrml (the “big” list)
http://www.web3D.or

subscribing to mail list:
* mail majordomo@web3D.org

e subscribe www-vrml

posting to mail list:
* mail www-vrml@web3D.org

28

14
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Reference: Web3D

Web3D Repository web site

The Web3D
Repository

e http://www.web3d.org/vrml/vrml.htm
* Browsers, modelers, lists, books, resources

Reference: VRML Symposia
http://www.web3D.org/symposia

VRML 97 Symposium

e http://www.sdsc.edu/vrml97
VRML 98 Symposium

e http://ece.uwaterloo.ca/vrml98 , L
Web3D/VRML 2000

e http://www.web3D.org
Web3D/VRML 2001

° htt://www.web3D.or0 ﬁg'fv‘?éﬁéfﬂcﬂnlgfm USA
Sponsored by ACM SIGGRAPH, SIGCOMM, Web3D
Web3D 2002: Tempe Arizona

15
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Reference: VRML

and Moreland, John L., VRML 2.0
Sourcebook, second edition,

John Wiley and Sons Inc., New
York, 1997.

e Essential reference for using VRML
¢ includes CD-ROM
e SIGGRAPH course notes

http:/lwww.wiley.com/compbooks/vrml2sbk/cover/cover.htm

Reference: VRML

Virtual Reality Modeling Language (VRML)

Course References, MV4204
Intro to Computer Graphics using VRML
Don Brutzman

http://web.nps.navy.mil/~brutzman/vrml

16
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Reference: Java

Java programming

Course References: Java Programming
Don Brutzman

http://web.nps.navy.mil/~brutzman/java

Reference: VRML, Java

Lea, Rodger, Matsuda, Kouichi and
Miyashita, Ken, Java for 3D and VRML
Worlds, New Riders Publishing,
Indianapolis Indiana, 1996.

* Essential reference for using Java with VRML
¢ includes CD-ROM

e related work: Community Place Bureau server

2001
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Reference: VRML, Java

VRML specification

Reference: VRML, Java

The Annotated VRML 2.0
Reference Manual,

Rikk Carey and Gavin Bell,
Addison Wesley 1997.

http://www.best.com/~rikk/Book

18
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Reference: VRML, Java

Hartman, Jed & Wernecke, Josie,

The VRML 2.0 Handbook: Building ... ../

2.0

Moving Worlds on the Web, Handbook

Addison Wesley, Reading e
Massachusetts, 1996. ."E' »

e Excellent introduction / reference

e Some Java, a little networking

e http://www.awl.com/cseng

37

rel

Reference: VRML, Java

Don Brutzman, Virtual Reality
Modeling Language & Java,
Communications of the ACM, April
1998.

Integrating two powerful & portable software
languages provides interactive 3D graphics
+ complete programming capabilities +
network access. Emphasizes programming
examples.

vrmljava. pdf

38
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Reference: vrtp

virtual reality transfer protocol (vrtp)

Brutzman, Don, Zyda, Mike, Macedonia, Mike and Watsen,
Kent, vrtp design rationale, 1997.
e Rationale for new protocol

e vrtp = client + server + peer-peer + network monitoring

Open working group, multiple sponsors
e http://www.web3D.org/WorkingGroups/vrt

Reference: networked
virtual environments

Singhal, Sandeep and
Zyda, Michael,
Networked Virtual
Environments - Design
and Implementation,
ACM Press, 1999.

http://www.npsnet.org/~zyda/NVEBook/Book.html

20
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Don Brutzman

brutzman@®nps. navy.mil

http://web.nps.navy.mil/~brutzman

Code UW/Br, Naval Postgraduate School
Monterey California 93943-5000 USA
831.656.2149 voice
831.656.3679 fax

21



SIGGRAPH ‘01 Course Notes

Integrating Standards with 3D Programming
Paradigms & Issues in

Distributed Virtual Environments

Robert J Barton III Dr. -Ing. Norbert Schiffner
Fraunhofer CRCG Fraunhofer CRCG

01.401.453.6363 01.401.453.6363
rbarton@crcg.edu schiffner@crcg.edu

www.crcg.edu/events/sig01/course.html

The Road Crew of the Internet...

...what the computer graphics gurus should
know..

(part v)

Bob Barton

Fraunhofer CRCG




We will explore....

An update on MPEG-4 tools and support
Status of MPEG-7
Distributed Team Training (purely web..)

Implementing modern protocols in CVEs -
Mediazine

Collaborative AudioGraphics - Virtual Music
Reproduction

For an Orientation and Overview of the
IETF see:

www.crcg.edu/events/sig97/course.html

The Internet Engineering Task
Force (IETF)

Organization and Standards
Bob Barton

Fraunhofer CRCG




Next Generation IP, IPv6:
www.crcg.edu/events/sig98/course.html

SIGGRAPH 1998:

Design and implementation issues
IPv6 “Under the hood”
Related WG Efforts

ITU Standards:
www.crcg.edu/events/sig99/course.html

SIGGRAPH 1999:

Design and implementation issues
in streaming media, a look into the H.323 protocol
suite




ITU Standards:
www.crcg.edu/events/sig00/course.html

SIGGRAPH 2000:

An overview of MPEG-4 and discussions
concerning layer 3 audio

Telecollaboration and Computer
Graphics

Interactive

3D Advanced
Computer Networking Telepresence

Graphics

...feel as though they were there...




Telecollaboration and Computer
Graphics

Collaborative
m Virtual Virtual
Reality Environment
(CVE)
...Sharing a distributed multimedia

virtual environment to accomplish
a common objective...

Rolling out - MPEG-4

Content creators
 greater reusability, flexibility, management, IPR

Support for Network Service Providers

e transparent info translates into appropriate native
signaling

End users
* increase functionality on single platform

¢ increased interaction
2001




MPEG-4 Basics...
Audio Visual Objects - primitive AVOs

e natural or synthetic (recorded or generated)

Compound primitives into AV scenes

Multiplexing and synch. of data associated to AVOs

Interactivity with the AV scene by the user

qudavisial oQjecis

audiovisual ';;_i\i_ _7
preseniation

mltiplexed
dovinstream
contral ! data

multiplexed

B Composition
| | of AVOs

vidzo i B ) o in
compositor | . o
projecion | i o |
plane | o I




The Value of Information

AV info in digital archives, personal/professional
databases, broadcast data streams, www...

Value depends on
* easy to find

e accessibility
* retrievability
* manageability

Access is increasing, discovery and management is
becoming more difficult

MPEG-7 (Multimedia Content
Description Interface)

Provide a rich set of tools to describe
multimedia content

Targeted at both human users and automatic
systems

Active participants:

» broadcasters, elex manufacturers, content
creators, IPR managers, telecoms, academia

2001




MPEG-7 Objectives

Extend proprietary solutions that exist today ie,
data types

A standard set of descriptors

Defining custom structures - description schemes

A description definition language (DDL) for specifying
new schemes

In a way, build upon MPEG-4

Levels of Abstraction in
Descriptors

Descriptive features are user domain and
app dependent - meaningful context

abstraction level is related to feature
extraction - automated vs human
interaction

An example: a barking dog and a moving ball




Other good info...

The form - raw data encoding type, size,
etc.

Access conditions & rights
Classification - pre-defined categories
Links to other releavent material

Context - eg, non-fiction - Olympics 1996,
decathlon, etc.

MPEG-7 Scope

Standardizing representation that can be
used for description - Meta Data stuff...
* smells like....

Does not standardize tools to generate
descriptions, nor specify search engines or
search techniques




Areas of Interest

Applications like:
« digital libraries, MM directory services, broadcast media
channel selection, MM editing
Domains like:

e education, journalism, tourism, cultural heritage,
entertainment, investigation services, GIS, remote sensing
and surveillance, bio-med, shopping, film & video archives,

MPEG-7

Example queries:
* music

graphics
movement
voice
scenario..

Current Status of the MPEG-7 ws. ..
2001
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ALVIN on the web -

(photos by WHOI)

Requirements

electrical and logical evaluation

experimental and navigational operations

distributive operative collaboration

full functionality as a standalone session

ubiquitous web delivery with state-of-the-art performance

launched in a standard browser with Flash 4 plug in

maintainability of the interface and variables for future design changes and

refined power modeling of the ALVIN submarine

11



Scientific application

efficient scientific mission planning and evaluation

web-based distributed training

highly realistic environment

rapid assessment of the energy budget

devices and switches accessible on a one-click basis

instant visual feedback about states and ongoing processes

task lists for quick and convenient execution of experiments and propulsion tasks

basic chat tool for supervision and counseling purposes

Interaction and information presentation

image-based rendered 3D look-and-
navigational features

intuitive interaction requiring only basic
knowledge of the submarine’s functional
design

zoom-in feature

digital and analog feedback for crucial
variables

all crucial scenario information depth
integrated on one screen —

visual feedback for ongoing processes v
and devices’ states State duration chat input

display of impressions from the input Task lists pan chat tool \
oceanographic surroundings of the

N ground bottom time
submarine

visual appeal for operational facilitation
and to promote educational interest

12



Training and Education

independent of experts, classrooms and other resources
no logistical and timing restrictions
education accessible to anybody with access to the Internet

scientists can conduct a joined virtual mission
interface provides an explorative and highly interactive environment for the public user who is
interested in WHOI work

users can pan around the submersible and watch a slideshow on the rear video monitor

Training Session 2

(up to three clients)

Training Session 1

(up to three clients)

Macromedia Macromedia Macromedia

Macromedia
Flash Player 4

Flash Player 4 || Flash Player 4 Flash Player 4

1sonbar dyy
A1dax dyny
3sanbax dyy
Ajdax dny

session 1
memory 3 .
7 Alvin Servlet (up to three sessions)
map
Servlet Container

b S 0

13



Distributed Collaborative Environments
- Mediazine -

Dr. Norbert Schiffner

Fraunhofer CRCG

2001

Overview

* MediaZine
* Introduction
e DCE

» Data Managem

e Technical Rea _

e Demo

14



MediaZine

The name is a combination of

e Multi-Media

* Maga-Zine

MediaZine

e Entertainment
e Group of customers

» Fast exchange of
information

* DCE supports the
cooperation

e Converge of WEB and TV

communication /]
[}

i
video

jukebox | By I

15



MediaZine

Distributed Collaborative
Environments (DCE)

16



VR Systems
- High End
Powerful Graphics

PC Boards

Network Audio / Video

Multicast Direct Show

DCE Components

e Virtual World
e Avatars
* 3D model of objects of intrests

» 2D Projections on the wall

* Video
e Blueprints
* MS-Windows Applications

* Agents

17



Virtual World

e Scenario

* Rooms -> Functionality

2001

Avatars

User defined model
Movable figures

Representations of the
participants

Video-textured faces
Business cards
Position & Orientation

Integrated 3D-pointer

18



Objects of Interest

* 3D Models

e User can interact

2D Projections

* Integration of Multimedia and Application Data
e High Quality

* Multicast Functionality
* Higher Bandwidth

19



Spatial Audio

* Good Quality for communication
o >> 8 Khz (12/16/22)
* Robust against losses
 Supports active and passive sound sources

e Active sound is used for avatars

e Passive sound is used for environmental sound
sources

Video

¢ Video format

* 180 x 160 fps 15
* 240 x 180 fps 20

e Compression

e Intel Indeo
* Mpeg -4

20



External Applications

¢ Include existing
Applications

* Avoid unnecessary
Applications window

* Enable Group interactions
with existing App.

* Presenting Results
e Lerning

2001

Agents

Agents use N e
°® J ava ’ . CVE Cllent!\

Agent 1 . CVE Client 1

* KQML for N o

~

communication

* ASAP as

development User Agent 2
and runtime i AgentNet
environment

21



Data Management

Reduction of network and
processor load

network visibility

™ vy

Volume of
Video data

f

perception

22



Network

* One multicast Group per room

 System receives only room related data

* Overall network congestion will reduce, if more
then one participant is located on one local network
node

Visibility

23



Perception

* Video Quality depends
e Distant between avatar and Video wall
e Actions

* Reduction of Frame per Second
* Reduction of Pixel (Width * Height)
* Changing from Live Video to freeze image

2001

Technical Realization

24



Generic DCE Architecture

Interactive Multimedia | 3D-Graphics

Design issues

1

Wy
ZR Large Latency

25



Design issues

>
(@)
c
O]
-
Q]
—l
0
(7]
(O]
-

Technical Architecture

Application

NOOS=——+>

Framework API
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Demo

Center for Research in Computer Graphics
321 South Main Street, Suite 2

Providence, RI 02903, USA

Dr. Norbert Schiffner

Tel:  (401) 453 6363 x103

Fax: (401) 453 0444

email: schiffner@crcg.edu

http://www.crcg.edu

27



Distributed Experiences

Michael R. Macedonia
michael_macedonia@stricom.army.mil

Why

- Because it can be done

— 3D graphics

— Streaming media (voice, video, music)
— Internet

— Processors

— Devices

- Market
— Intel, Microsoft, Sony, AOL/EA
— Games




Applications

Military Simulation
- CCTT, DIS, SIMNET
- High Level Architecture
- http://www.stricom.army.mil/

Applications

. Games

—Java

— Multiplayer FPS
+ Quake

— Classical
— RPGs

+ Everquest




Online Game Web Sites

Zone.com
ultimaonline.com
mplayer.com
pogo.com
heat.net

Applications

- Web Simulation

— http://www.cise.ufl.edu/~fishwick/websim.html
Distributed Learning
Concurrent Engineering and CAD

- Virtual Conferencing
- Virtual Diplomacy

Data Mining
Telemedicine




November 28, 1995 from
Correspondent Anthony
Collings

WASHINGTON (CNN) --
Picture this -- Serbian
President Slobodan Milosevic
using a joystick to navigate a
virtual reality map of Bosnia
during the peace talks in
Dayton, Ohio.

http://www-
cgi.cnn.com/TECH/9511/virtua
|_bosnial

Mlosevic [bothom) tests
vittual mapping device

Powerscene from Cambridge Associates

Virtual Emergency Response
Training System (VERTS)




Network Role Playing Games

Everquest Asheron’s Call

CATIA (formerly Deneb) PTC Division Reality




Requires a Network VE System!

Human-in-the-Loop

*Reference: 1993 EIA S

System Components Rapidly
Advancing

Graphics
- Audio

Display

Network

Courtesy Mitre




An Era of $300 Supercomputers

2000

Commercial Image Generator Technology

Sim PC IG PC_Add-in Card COTS PCIG

MS X-Box
100 Mpoly
4.8 Gpix/sec

/

AA
00

20Mpoly
2.4Gpix/sec

AA
$300

1500

Mpixels/Sec

1000

5001

Vendor
Tech

Courte

2000 2001 2002 2003 2004 2005 2006

2007




. GScube

The Playstation 3

- 16 Playstation 2
Boards ina 12 inch
Cube

- Latest SGlI Origin
3400 File Server

- 65 Gflops (96 Gflops
possible)

HMD Technology - Prognosis

- Market drivers: portable projectors, portable
communications devices, wearable computers
(medical, soldiers, road warriors, maintenance),
consumer (view finders, games)

- Availability of the ideal HMD product: several
years away

- But lots of energy going into micro displays ...
- How do I do VR on a cell phone?




Head Mounted Displays

Nvision Kaiser Electro Optics

Olympus EyeTrek

FMD-250




NTT DoCoMo
I-mode Phone

Spatial Sound - Technical
Challenges

- Developing accurate and adjustable Head-

Related Transfer Functions (HRTF)

- Earphone design - comfortable, non-

intrusive and perfect match to ear

- Digital signal processing (real-time

performance)

- Incorporate echo and reverberation effects
- Extending to team training (multiple

participants) (e.g. USC and TMH)




Immersistation

IMSC and NXT

Network Issues

Bandwidth

Network Distribution
Latency

Reliability




Bandwidth

- Influenced by what you need and what you
got:
- LAN/WAN to Local Loop
+ Microsoft Zone Vs. Internet 2

Type of communication
+ e.g. stereo video Vs. entity state changes
+ DOOM Vs. DIS
+ ASCII Vs. compressed binary polygons

Number of participants/nodes
Distribution (multicast Vs. mesh network)
Dead-reckoning techniques

What’s Happening

The local loop got faster
— DSL
— Cable modems

Home networks

— http://www.webproforum.com/home_net/
PS2 and X-Box designed for broadband
Firewire (1394) and USB (400 Mb/s)
LANs will get faster (Gigabit Ethernet)

Wireless

— Bluetooth

— 3G Cell phones
- 802.11




What’s Happening

- WANS will get very fast

- But routing bandwidth and DNS are
problematic
- In five years:

— majority of US, Japan, and Europe will have
broadband in the home

— Three or four networked computers in the house
means home LANS

— wireless will become a major factor (e.g.
Qualcomm, Nokia, NTT DoCoMo)

1.6 Terabits/s in 2001 !

Terabit Network

Breakthrough Technology: WDM

350
System 0C-192,320
300
Capacity /
250
(GBPS) 200 0C-48,96A /ﬂ
The WDM Era
oc-192,16n O /
150
100 The SONET Era 0Ca8 Ai\l//"
50 RULBRU 0C-192,4A
0 "\35’ rﬂlhﬂ.v H‘ g ULr‘-I4s 0C-19220

135 Megabits/s in 1983

Reference: Nick Lippis, Doug Crawford, Joe Inzerillo; Z Studios




Sony’s Pursuit of Broadband

Sony, Tokyu tie up for advanced broadband services
TOKYO, March 27 (Reuters) - Japan's Sony Corp , Tokyu
Corp and unlisted Tokyu Cable Television Co said on
Tuesday they will join hands to offer advanced broadband
Net access from later this year.

The company also said an agreement with wireless phone
operator NTT DoCoMo in Japan will link PlayStation with
DoCoMo's i-mode mobile service, and a broadband-
compatible phone will be introduced this summer.

AOL

Wednesday April 4, 4:33 pm Eastern Time
AOL Time Warner, Yahoo to benefit from broadband-report

NEW YORK, April 4 (Reuters) - AOL Time Warner Inc. (NYSE:AOL - news)
and Yahoo Inc. (NasdagNM:YHOO - news) are best positioned to benefit from
the increasing penetration of high-speed access in the home, according to a
report released by JP Morgan & McKinsey & Co.

Two-way high-speed Web access, especially through cable models, will also
enable the integration of TVprogramming with interactive content and services.
Jupiter Media Metrix expects interactive television services to penetrate about
42 percent of homes by 2005 compared to 8 percent by the end of this year.

“"We expect AOL Time Warner with its (AOLTV service) and Microsoft (with
its Ultimate TV service) to be among the most aggressive in this area," the
report said.




Microsoft

Thursday March 29 4:54 PM ET
Microsoft, NTT Align For Xbox
By MAY WONG, AP Technology Writer
In a highly competitive move on its chief rival's home turf, Microsoft
Corp. announced a deal Thursday with NTT Communications Corp.

that will give users of Microsoft's Xbox (news - web sites) an online
gaming service over a Japanese broadband network.

Network Distribution

Point-to-point -- Shared CAD viewer
Broadcast -- DIS
Multicast --

Networks: MBONE, UUNET
Applications: Video Conferencing, RealAudio
Client-Server

Java, Web, VRML, RPG, Half-Life

Capacity per server: 250-2500 players depending
Mixed

- T.120




Typical Game Network Architecture

Client Side Server Side

Lobby Client | Internet

Internet

GameClient [

Internet ' Community Web Pages

Web Browser | |

Courtesy Art Min, Multitude

HLA Functional View of the
Architecture

Live
Participants
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Trends

- Almost every game site is built on client server
Huge server farms

Private networks and portals, e.g. EA and AOL

- We will have to wait for broadband for multicast

Scaling will force content providers to use
multicast

Latency and Jitter

- The dark side of networked VR

Inherent in the system
- You are always out-of-synch!




Latency and Jitter

- Influenced by:

- Distance, pure link speed is 2/3 speed of light (60
ms to Europe, 140 ms from Europe to Australia),
10 min to Mars

- Network protocols ( TCP, UDP, PPP, ATM)
- Compression

- Routing network congestion (TCP --> Jitter =
Variable Delay)

- Software in the middle ! (The operating system)
- Input and output devices (serialization)

- Packet sequencing

Fixes

Dead reckoning with smoothing (DIS)
Measure latency with RTCP or PING
- Synchronization and buffering with RTP
- Quality of service guarantees
- Game Industry solutions
— specialize the network (Valve/CISCO)
— if its bad, cut you off

— localized arenas
— hope the Internet gets better (actually is)




CISCO and Valve Powerplay

- Effort to improve multiplayer game
support

- Intended to provide bandwidth
reservation, low latency, and support
for voice

- http://lwww.powerplayinfo.com/

Data Models for VEs

- Replicated homogeneous world database with
peer updates
- SIMNET, DIS, NPSNET

- Shared, centralized server
- MUDs, Quake

- Shared, distributed databases with peer updates
- Linda, ISIS

- Distributed, client-server databases with a local
cache
- VRML (WEB)




Storage

GB per disk platter
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The Average PC in 2005 will have

600 Gigabytes of

storage -- enough for 100,000 MP3 files

The Database Interchange Issue
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Opinion

Really need a mix

-Some homogenous data on client to get you
started

-Peer updates for lightweight data (entity state
and audio)

-Client-Server for initial data sets, models,
behaviors

Database interchange
- SEDRIS, Java3D, OpenGIS

Data partioning scheme
-Area of Interest Manager

Processes

- Homogeneous
- Most distibuted VE'’s
- Heterogeneous

- DIS/HLA -- enforced by application
protocol

- Migratory
- JAVA, Javascript, Active X
- Why security will become a bigger issue




Kaon

- 3D graphics without plug-in
. E-Commerce
— http://www.kaon.com/

- 30K Java-applet

Java Applet

Javagaming.org

Sun-sponsored

Other companies: BLAM!, EA.Com, FriendlyGiants, Full Sail Real World
Education, Games.Com, GameSpy Industries, Liquid Edge

Games, Plazmic and Sony On-Line Entertainment

Rationale:

— Web based gaming - ability to instantly access high quality,
communication based games.

— Device independence - access to game play from a wide variety of
network enabled devices including TV set-top boxes, game consoles,
PCs and cell phones.

— Personalized content - ability to easily modify gameplay elements
such as story line, game levels and characters combined with chat or
instant messaging to increase user experience.




Network Challenges

- strong data consistency (hard)
- causality (really hard)

- reliable (hard)

- scalability

- real-time (hard)

- multicast

- low-bandwidth

- audio and video

- security (harder)

Other Trends

- A world of distributed

supercomputing from the home

- Napster, Gnutella, and Freenet and
anarchy

- Cultural barriers are disappearing
among the young (e.g. success of
AOL IM)




Summary

Building networked VEs is hard but powerful
hardware and broadband are leading the
way for ubiquitous VR.
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Backups

Classes of Data in the System

Renderer

— Synchronization between
renderers

— Lowest latency
Agent

— Communication between
agents

— Guaranteed delivery, flexibility

Simulation

— Distributed shared world state
updates

— Low latency, variable QOS

Device
— Input/Output device events
— Low latency, LAN use only

Live Media
— Video textures, live audio
— Like Internet conferencing




Reliability

- Need to guarantee some data

will be received. Reliable (Gets there)
- models,
- behaviors, '
controls Real-time Scaleable
) ’ (On time) (Group size)
- management

Weak vs. strong-data consistency

Fixes

- Some data is less critical.
- Motion vectors
- Voice packets
- Techniques
- Replication (redundancy)
- Variable guarantees
- Network (QOS)




Views

- How tightly coupled?
- How to get two avatars to waltz
- Synchronous
- CAVE
- Asynchronous
- SIMNET/CCTT
- Mixed
- Shared CAD

Opinion

- Highly coupled views over wide-area

nets can be faked

- Just don’t be very interactive (play chess or
role play)

- Keep it first person (don’t look at yourself)

- No dancing
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Chapter 4, Digital lllusions, Clark Dodsworth editor,
Addison-Wesley, Reading Massachusetts, 1997, pp. 61-97.

1. Introduction and Motivation. Although networking is considered to be "different" than computer graphics,
network considerations are integral to large-scale interactive three-dimensional (3D) graphics. Graphics and
networks are now two interlocking halves of a greater whole: distributed virtual environments. New capabilities, new
applications and new ideas abound in this rich intersection of critical technologies. Our ultimate goal is to use
networked interactive 3D graphics to take full advantage of all computation, content and people resources available
on the Internet.

Network breakthroughs repeatedly remove bottlenecks and provide new opportunities. A pattern appears as we
attempt to scale up in capability and capacity without limit: every old bottleneck broken reveals another.
Understanding the bottlenecks, the corresponding solutions and potential upper bounds to growth permits us to
develop effective networked graphics. When we overcome current bottlenecks, "effectively networked graphics" will
simply mean "applications."

Internetworked graphics can be examined from the perspectives of connectivity, content, interaction, economics,
applications and personal impacts. Internetworking refers to the ability to seamlessly interconnect multiple dissimilar
networks globally. Connectivity has numerous dimensions including capacity, bandwidth, protocols and the
many-to-many capabilities of multicasting. Content equals the World Wide Web and includes any type of
information, dataset or data stream that might be used in the graphics environment. Interaction implies minimal
latency, a sense of presence, and the ability to both access and modify content. The economics of networked
graphics environments is developing rapidly and principal forces can be identified. Applications drive infrastructure
development and are the most exciting part of networked graphics. Finally, the personal impacts which accompany
these developments range from trivial to profound as high-quality interactive internetworked computer graphics
become the norm on all computers.

2. Connectivity. There are many component pieces to the network connectivity puzzle. We will examine physical
connectivity, network layers, the Internet Protocol suite, multicast distribution, the Multicast Backbone (MBone),
enabling individuals, and vertical integration. An extensive overview of many networking topics is necessary to
provide fundamental technical background. An understanding of each of these components is needed if we are to
successfully implement highly shared graphics applications.

Physical connectivity to the Internet is a prerequisite to internetworked computer graphics. Other types of
connections do not scale. There are several types of Internet access, roughly corresponding to direct providers,
online services and bulletin board systems (BBSs). Foremost is "direct" connectivity where a user's computer is
connected via a telephone modem, local-area network (LAN) or other link to an Internet service provider. The native
communication protocol used across these direct links and the global Internet is the Internet Protocol (IP). Designed
for minimum complexity and maximum capability, IP compatibility and direct Internet connectivity are essential for
any cutting-edge application that uses "anybody anywhere anytime any-kind" connectivity. Lesser degrees of
connectivity are possible via gateways when indirectly connected through commercial services such as America
On-Line (AOL) or CompusServe. Even lower degrees of connectivity like file transfer and store-and-forward e-mail
are possible through dial-up BBSs. To achieve the maximum breakthroughs in networked computer graphics, direct
Internet connectivity is essential. We assume such connectivity throughout this chapter.

Network protocols and layered models. To integrate networks with large-scale graphical virtual environments, we
invoke underlying network functions from within applications. Figure 1 shows how the seven layers of the
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well-known Open Systems Interconnection (OSI) standard network model generally correspond to the effective
layers of the Internet Protocol (IP) standard. Functional characteristic definitions of the IP layers follow in Figure 2.
These diagrams and definitions are merely an overview to help illustrate the logical relationship and relative
expense of different network interactions. OSl and IP are often viewed as competing approaches to networking. A
good overview of relative strengths and weaknesses of OSI versus IP is presented in [Malamud 92]. In practice
OSl-related protocols are not of interest due to typically greater overhead and closed standards. For graphics
internetworking, IP compatibility is essential for reasons of performance, open specifications, development flexibility
and overwhelmingly strong global deployment trends.

In general, network operations consume proportionately more processor cycles at the higher layers. We must
minimize this computational burden to reduce latency and maintain real-time responsiveness. Two protocols are
currently available in the transport layer: one ensures reliable delivery, the other makes no guarantees (therefore
requiring less overhead). Information transfer must use either reliable connection-oriented Transport Control
Protocol (TCP) or nonguaranteed-delivery connectionless User Datagram Protocol (UDP). We choose between the
two protocols depending on the criticality, timeliness and cost of imposing reliable delivery on the particular stream
being distributed. Understanding the precise characteristics of TCP, UDP and related protocols helps the
virtual-world designer understand the strengths and weaknesses of each network tool employed. Since
internetworking considerations impact all components in a large virtual environment, understanding network
protocols and application hooks is essential for virtual-world designers [Internic 95] [Stallings 94] [Comer 91]

Stevens 90].
0OSl IP objects passed
between hosts
Application 1
Praesentation + Process / messages or streams
Applicaton
Session
J
Transport transport protocol
Transport } po S
Network } Internet IP datagrams
Datalink | |
! Data link network-specific
] frames
Physical

Figure 1. Correspondence between OSl and IP protocol layer models, and objects passed between
corresponding host layers.

Internet Protocol (IP). Although the protocols associated with internetworking are diverse, there are some unifying
concepts. Foremost is "IP on everything," the principle that every protocol coexists compatibly within the Internet
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Protocol suite. The global reach and collective momentum of IP-related protocols makes their use essential.
Current IPv4 and next-generation IPv6 [Bradner 95] protocols can be run over a complete variety of electrical,
radio-frequency and optical physical media.

Examination of protocol layers helps clarify network issues (Figure 2 ). The lowest layers (Physical, Data Link) are
reasonably stable, with a huge installed base of Ethernet and FDDI systems, augmented by the rapid development
of wireless and broadband ISDN solutions such as Asynchronous Transfer Mode (ATM). Compatibility with the
Internet Protocol (IP) suite is assumed. The middle transport-related layers (Internet, Transport) are a busy
research and development area. Real-time reliability, quality of service, and other capabilities are evolving rapidly
due to competing market forces, both academic and commercial. Lower- and middle-layer bottlenecks are mostly
solvable using available techniques. The major bottlenecks to large-scale graphics internetworking are at the
application layer.

Process/Application Layer. Invokes TCP/IP services, sending and receiving messages or streams with other
hosts. Delivery can be intermittent or continuous.

Transport Layer. Provides host-host packetized communication between applications, using either reliable-delivery
connection-oriented TCP or unreliable-delivery connectionless UDP. Exchanges packets end-end with other hosts.

Internet/Network Layer. Encapsulates packets with an IP datagram that contains routing information, receives or
ignores incoming datagrams as appropriate from other hosts. Checks datagram validity, handles network error and
control messages.

Data Link/Physical Layer. Includes physical media signaling and lowest level hardware functions, exchanges
network-specific data frames with other devices. Includes capability to screen multicast packets by port number at
the hardware level.

Figure 2. Summary of Internet Protocol (IP) suite layer functionality.

Multicast. Multicast packet distribution is best understood in comparison with two other packet distribution
mechanisms: unicast and broadcast. Unicast is point-to-point communication, commonly occurring whenever an
e-mail message is sent or a Web browser connects to a home page. Only the recipient host and intermediate
routers need to spend computational cycles on a unicast packet. One-to-many unicast communications are
accomplished by multiple streams corresponding to every recipient. While this is not a problem when sending an
e-mail message to multiple recipients, it is clearly an expensive proposition when sending a high-bandwidth stream
such as graphics or video.

Broadcasting is at the opposite end of the spectrum from unicast. Broadcast messages reach every host on a
local-area network and demand a response from each application or operating system. This is extremely inefficient
at high bandwidths. Furthermore, each broadcast packet must be read and processed by every host on a network.
Broadcast is typically prohibited from passing across routers to prevent such packets from propagating everywhere.
Figure 3 shows typical unicast and broadcast packet stream paths.
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Figure 3. Typical unicast and broadcast packet stream paths.

Multicast packet functionality lies between unicast and broadcast. A single multicast packet can touch every host on
a LAN without duplication. However each host can subscribe or ignore multicast at the hardware level by informing
the network interface card which multicast channels (if any) to monitor. This feature is extremely important since a
single high-bandwidth stream can still reach an arbitrary number of hosts, but computational load is only seen on
hosts which explicitly subscribe to the multicast channel. Multicast packets are usually prevented from traversing

routers to prevent overloading the Internet with arbitrary propagation of such streams. Figure 4 illustrates this

behavior. To summarize, the key network characteristics which distinguish multicast from unicast and broadcast

include:

* individual multicast packets can be read by every host workstation on a LAN
¢ elimination of duplicate streams minimizes bandwidth requirements

* workstations can screen unwanted multicast packets at the hardware level, eliminating unnecessary

computational burden on applications
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to Internet MBone feed

= = = =: Unicast encapsulation of multicast to pass routers
wummmnmn [ UIticast massage touches each host on LAN

Figure 4. Example of multicast routers connecting multicast streams encapsulated by unicast (in order to
bypass router prohibitions on multicast). After stripping unicast headers, multicast streams are then
available to each host on the LAN. Direct multicast support in routers has recently become available. Such
multicast routes between LANs comprise the Multicast Backbone (MBone).

Multicasting has existed for several years on local-area networks such as Ethernet and Fiber Distributed Data
Interface (FDDI). Now, with Internet Protocol multicast addressing at the network layer, group communication can
be established across the Internet. IP multicast addressing is an Internet standard developed by Steve Deering
Deering 89]. Categorized officially as an IP Class D address, an IP multicast address is merely a set of reserved IP
addresses in the range (224.0.0.0 thru 239.255.255.255). Multicast is supported by numerous workstation vendors
including SGI, Sun, DEC and HP.

Unicast audio/video applications connecting groups of people across the Internet can be harmful because they
waste bandwidth and do not scale. Recent examples include PC and Macintosh implementations of CU-SeeMe
Cogger 95]. Multicast applications have long been expected for Intel and Apple processors, but first multitasking
must be better implemented in personal computer operating systems. Current audio/video applications for personal
computers are typically unicast and need to be modified to support multicast before widespread use of arbitrarily
shared data streams can be expected for all computers on the Internet.

Multicast Backbone (MBone). The MBone is one of the Internet's most interesting capabilities and is used for
distribution of live audio, video and other packets on a global scale. MBone is a virtual network because it shares the
same physical media as the Internet. It uses a network of routers (mrouters) that can support multicast. These
mrouters are either upgraded commercial routers, or dedicated workstations with modified operating system kernels
running in parallel with standard routers. It was named by Steve Casner and originated from an effort in 1992 to
multicast audio and video from meetings of the Internet Engineering Task Force (IETF). The fact that the MBone
works at all is pretty remarkable since the original multicast backbone code was a student experiment.
Encapsulated multicast streams sidestep regular routers through handcrafted tunnels across the Internet. Thus the
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MBone exemplifies the best of the hacker ethic on a large scale. This pioneer spirit is still visible today as we
cooperatively transition to a more carefully engineered backbone service that includes widespread multicast service.

Two things make multicasting feasible on a world-wide scale: installation of high-bandwidth Internet backbone
connections, and widespread availability of workstations with adequate processing power and built-in audio
capability. Today hundreds of researchers use MBone to develop protocols and applications for group
communication. Multicast provides one-to-many, several-to-many and many-to-many network delivery services. A
one-to-many example might be live transmission of an academic conference. A several-to-many event might be a
panel interview between different locations attended by many dispersed people. A many-to-many example might be
a distributed battlefield exercise with 500 active players. Thus multicast is useful for a variety of videoconferencing,
audio and multiplayer events where numerous hosts need to communicate simultaneously. Network concepts
underlying MBone, bandwidth considerations, application tools, MBone events, interesting MBone uses, and how to
connect to the MBone are described in "MBone Provides Audio and Video across the Internet" [Macedonia,

Brutzman 94].

Lost MBone packets stay lost. Since multicast currently uses only the User Datagram Protocol (UDP) and not the
Transport Control Protocol (TCP) of the IP suite, multicast streams are connectionless "unreliable" service. No
setup is required, no acknowledgements are used, and no guarantee of delivery exists for this type of "best-effort"
service. This is ordinarily a good thing for most real-time information streams (such as audio and video) since it
avoids delivery bottlenecks and unwanted overhead. Furthermore it doesn't matter what kind of data is sent via
multicast IP packets. Several researchers are experimenting with "reliable multicast" transport protocols which try to
achieve a different balance by gaining occasional retransmission benefits without unacceptable acknowledgement
overheads [Schulzrinne 96]. These considerations are critical when scaling to arbitrarily large numbers of
simultaneously interacting users on the network. A breakthrough in this bottleneck will enable new global
communication paradigms for widely distributed shared applications.

The keys to understanding MBone constraints are capacity and bandwidth. The reason a multicast stream is
bandwidth-efficient is that one packet can touch all workstations on a network. A 64-kilobit per second (Kbps) video
stream typically provides 3 to 5 frames per second of quarter-size NTSC video. Each multicast stream uses the
same bandwidth whether it is received by 1 workstation or 20. That is good. However, that same multicast packet is
ordinarily prevented from crossing network boundaries such as routers. The reasons for this current restriction are
religious and obvious from a networking standpoint. If a multicast stream that can touch every workstation jumps
from network to network without controls, the entire Internet might quickly become saturated by such streams. That
scenario is disastrous, so group controls are necessary. The MBone controls multicast packet distribution across the
Internet in several ways. The topological "lifetime" of multicast packets is constrained to limit the number of allowed
mrouter hops, and automatic pruning/grafting algorithms adaptively restrict multicast transmission to active
participants. Such controls can prevent most (but not all) global MBone problems.

Responsible daily use of the MBone network merely consists of making sure you don't overload your local or
regional bandwidth capacity. Appropriate bandwidth values initially seem obscure but daily practice quickly makes
such figures intuitive. MBone protocol developers are successfully experimenting with automatically pruning and
grafting subtrees, but for the most part MBone uses thresholds to truncate broadcasts to the leaf routers. The
truncation is done by the setting the "time-to-live" (ttl) field in a packet that is decremented by at least one each time
the packet passes though an mrouter. A ttl value of one prevents a multicast packet from escaping a LAN. An initial
ttl value of 16 typically limits multicast to a campus, as opposed to values of 127 or 191, which might send a
multicast stream to every subnet on the MBone (currently over 20 countries). Sometimes we decrement ttl fields by
intentionally large predetermined values to limit multicasts to sites and regions.

These issues may sound challenging but are relatively uncomplicated in practice. Some personal technical
proficiency is important because use of the MBone can have a major impact on shared network performance. For
example, default video and audio streams consume about 200 Kbps of bandwidth, over 10 percent of a 1.5-Mbps
T1 line (a common site-to-site link on the Internet). Several simultaneous high-bandwidth sessions might easily
saturate network links and routers. The number of active users on current MBone channels is usually small enough
that consensus and planning are able to effectively share this limited global resource. These low numbers will
change soon. Planning, consensus and careful utilization of physical and logical network resources will remain
essential components of live large-scale global internetworking.

"It is not every day that someone says to you, 'Here is a multimedia television station that you can use

to broadcast from your desktop to the world.' These are powerful concepts and powerful tools that
extend our ability to communicate and collaborate tremendously. They have already changed the way
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people work and interact on the net." [Macedonia, Brutzman 94]

Enabling individuals. More and more often, the cost of admission for participation in global internetworking is a
willingness to learn and participate. The cost of equipment is relatively low and the price of bandwidth continues to
become more affordable in most countries. As physical infrastructure becomes more prevalent, physical
connectivity becomes easily available for many people. Public domain software for almost any purpose can be
obtained freely over the Internet. Frequently asked question lists (FAQs), mailing lists and even online books provide
amazing depth on almost every subject related to networking and graphics. Individuals are now able to do many
things that previously required large groups and large budgets to accomplish. This trend is a tremendous equalizer
which lets students, researchers and companies become effective players in a global arena.

Vertical integration. For many years there have been walls separating communities of users corresponding to the
computer architecture or operating system used. Supercomputers, mainframes, workstations and personal
computers were so dissimilar that commonality between them was practically nonexistent. Networked applications
have changed this situation completely. Once-isolated islands are how complementary, interdependent and
practically seamless.

Initial rudimentary examples of interconnectivity are e-mail, file transfer protocol (ftp) and remote terminal protocol
(telnet). The Internet Protocol suite enables standardized hostnames, host numbers and Uniform Resource
Locators (URLSs), which in turn convert loosely connected hardware into a shared global address space. Sharable
applications such as Mosaic, Netscape, distributed interactive simulation and the MBone tools show that equivalent
functionality can be expected on any computer platform, from the supercomputers to PCs. The Hypertext Markup
Language (HTML) and the Web now provide a universal interface to any computational process, a fact surprisingly
missed by most interface designers. This new interoperability between all computers means that applications
designers can think in terms of vertical integration. Thousands of simultaneous users with networked personal
computers can now query, drive and evaluate computationally intensive graphics scenes rendered by powerful
computers at arbitrarily distant locations. Such scenarios have been described theoretically for years. While
theoretical discussions continue, the practical capability has arrived. Together, all the countless machines
interconnected by the Internet are our new supercomputer.

Here are the success metrics for vertical interoperability: "Will the application run on my supercomputer?" Yes. "Will
it run on my Unix workstation?" Yes. "Will it also run on my Macintosh or PC?" Yes. This approach has been shown
to be a practical (and even preferable) software requirement. Vertical interoperability approaches are best
supported by open nonproprietary specifications developed by responsive standardization groups such as the
Internet Engineering Task Force (IETF).

Broad interoperability and Internet compatibility are essential. Closed solutions are dead ends. In order to achieve
broad vertical integration, proprietary and vendor-specific hardware need to be avoided. Videoteleconferencing
systems are an example of a market fragmented by competing and incompatible proprietary specifications. In the
area of new connection-oriented cell-based services such as Asynchronous Transfer Mode (ATM) and Integrated
Services Digital Network (ISDN), some disturbing trends are commonplace. Supposedly standardized protocol
implementations often do not work as advertised, particularly when run between hardware from different vendors.
Effective throughput is often far less than maximum bit rate. Latency performance is highly touted and rarely tested.
Working applications that use these services are difficult to find. Corresponding network operating costs are often
hidden or ignored. Perhaps worst of all, long-haul services such as ATM may not be fully interoperable with the
Internet Protocol and some core functionality (such as many-to-many multicast) may not be feasible. Application
developers are advised to plan and budget for lengthy delays and costly troubleshooting when working with new
services.

Connectivity conclusions. We have seen that connectivity has many facets. A technical overview of these concepts
was necessary in order to understand what is feasible. Our technical foundation is now strong enough to consider
broader concepts of content, interaction, economics, applications and personal impacts.

3. Content and the World Wide Web. Connectivity isn't worth much unless there's information of value (content) to
exchange. While human and artificial users have created a wide variety of content for many years, only recently has
it been available on a global scale. Many proposals have been made regarding the optimum way to achieve a
global database, but only one methodology is a contender: the Web.

If the Internet is our global supercomputer, then the Web is our global database. The Web has been defined as a
"wide-area hypermedia information retrieval initiative aiming to give universal access to a large universe of
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documents" [Hughes 94]. Fundamentally, the Web combines a hame space consisting of all visible information
stores on the Internet with a broad set of retrieval clients and servers, all of which can be connected by easily
defined Hypertext Markup Language (HTML) hypermedia links. This globally accessible combination of media,
client programs, servers and hyperlinks can be conveniently utilized by humans or autonomous entities. The Web
continues to fundamentally shift the nature of information storage, access and retrieval, best explained by its
originator [Berners-Lee 94]. Information content is the crucial component underlying most 3D graphics renderings.
Information context is the key quality provided by the universal naming scheme and simplicity of HTML. Anyone can
now add any content and any context they might want.

Current Web capabilities are easy to use despite rapid growth and change. An extension mechanism allows new
content types and corresponding viewers to be easily integrated into existing browsers. The relative simplicity of
HTML has been essential to the rapid growth of the Web. People add their own content because it's easy to do.
Convention and common use have standardized many content formats, and ease of use has been the principal
engine of success.

The ubiquitous availability of content via the Web has massive implications that we are only beginning to perceive.
It's one thing to be aware that a Library of Congress exists somewhere, with most information sources that might
ever be wanted. It's another to have such an information archive close at hand for easy access, regardless of your
physical location [Library 95]. It's a further step to think that such an archive might be rapidly searchable and
conveniently retrievable on demand. Until recently it was unprecedented to think that anyone anywhere might
contribute to such a store without formal constraint. Now such capabilities are common. Future content challenges
include easy connections for datasets, databases and analytic models to the Web.

These ideas are a series of comprehensible steps, but together they imply amazing capabilities. If knowledge is
power, then these capabilities are powerful indeed. It is now possible for any question on nearly any subject to
quickly provoke more information than is humanly possible to absorb. Eventually "everybody's everything" can be
online. It seems there is now an ocean of information surrounding us. We can swim around the world or drown
trying to drink it all in. How we deal with it is our choice.

While the full implications of universal access to massive content are still emerging, it's clear the genie can't be
stuffed back into the bottle. We must deal with all this content. Such a challenge is a good match for interactive 3D
computer graphics. Since graphics techniques can portray large amounts of information in a meaningful way,
realistic rendering and scientific visualization techniques are logical choices for dealing with massive content.
Effective 3D user interfaces are also needed for navigating the richness of these worlds. Interfaces must feel
intuitive to both novice and expert, particularly if access and interaction are to scale up to match amazingly large
volumes of content.

There are two more important points related to networking and the Web: improved interaction and importance of an
open standards process. The Hypertext Transfer Protocol (http) which is used for most Web-based interactions
typically provides a client-server relationship; a user can push on a Web resource and get a response, but there are
no openly standardized mechanisms for a Web application to independently push back at the user. Netscape has
independently defined and implemented server-push and client-pull techniques that permit repeated queries and
replies [Netscape 95]. An example of "push" is when a server can send repeated updates down an open connection
to refresh a client display. An example of "pull" is automatic repeated queries by a client at intervals matching data
refresh cycles on the server. These methods for improving interaction on the Web are steps in the right direction.
Better interaction mechanisms will enable new types of Web applications.

Netscape preempted the HTML standards process by unilaterally proposing and incorporating push/pull
capabilities. Although server push and client pull are useful concepts likely to be included in forthcoming versions of
the HTML specification, unilateral implementations can fragment a common standard into incompatible, inadequate
variants. Open standards review means that any specification can be widely scrutinized in detail. Meanwhile (in the
IETF at least) two or more independent implementations are needed to validate correct performance prior to
acceptance as a standard. Patience and cooperation are essential since coopting standardization through market
share creates far more bottlenecks than breakthroughs. Considering this particular technical example, as the
demands of interactive client/server queries and replies grow in scale, many of the bandwidth and scaling issues
explored in the MBone will reappear. Since cooperative standards development has been essential for the success
of the MBone, similar cooperative standards-based efforts will continue to be essential as we scale up the Web.

4. Virtual Environments (VES). The scope of virtual environment development is so broad that it can be seen as
an inclusive superset of all other global information infrastructure applications. Virtual environments and virtual
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reality applications are characterized by human operators interacting with dynamic world models of truly realistic
sophistication and complexity [Zyda 93] [Durlach 95]. Current research in large-scale virtual environments can link
hundreds of people and artificial agents with interactive 3D graphics, massive terrain databases, global hypermedia
and scientific datasets. Related work on teleoperation of robots and devices in remote or hazardous locations
further extends the capabilities of human-machine interaction in synthetic computer-generated environments. VE
construction can include concepts and components from nearly any subject area. The variety of desired
connections between people, artificial entities and information can be summarized by the slogan "connecting
everyone to everything." As diversity and detalil of virtual environments increase without bound, network
requirements become the primary bottleneck.

The most noticeable characteristic of virtual environments is interactive 3D graphics, which ordinarily involves
coordinating a handful of input devices while placing realistic renderings at fast frame rates on a single screen.
Networking can connect virtual worlds with realistic distributed models and diverse inputs/outputs on a global scale.
Graphics and virtual-world designers interested in large-scale interactions can now consider the world-wide Internet
as a direct extension of their computer. A variety of networking techniques can be combined with traditional
interactive 3D graphics to provide almost unlimited connectivity. Experience shows that the following services are
essential for virtual world communications: reliable point-to-point communications, behavior interaction protocols
such as the IEEE standard Distributed Interactive Simulation (DIS) protocol, World Wide Web (WWW) links, and
multicast channels for bandwidth-efficient many-to-many communications. Further examination of behavior-based
interaction protocols is next presented using DIS as an example methodology.

Distributed Interactive Simulation (DIS). The DIS protocol is an IEEE standard for logical communication among
entities in distributed simulations [IEEE 93] [DIS 94]. Although initial development was driven by the needs of military
users, the protocol formally specifies the communication of physical interactions by any type of physical entity and is
adaptable for general use. Information is exchanged via protocol data units (PDUs) which are defined for a large
number of interaction types.

The principal PDU type is the Entity State PDU. This PDU encapsulates the position and posture of a given entity at
a given time, along with linear and angular velocities and accelerations. Special components of an entity (such as
the orientation of movable parts) can also be included in the PDU as articulated parameters. A full set of identifying
characteristics uniquely specifies the originating entity. Several complementary dead-reckoning algorithms permit
computationally efficient projection of entity posture by listening hosts. Dozens of additional PDU types are defined
for simulation management, sensor or weapon interaction, signals, radio communications, collision reporting and
logistics support. Most of these highly specialized "garbage PDUs" are of questionable utility for most VE
applications. What is essential is correct (or at least "close-enough") physics, real-time realism and adequate global
consistency.

Here is an example showing how the DIS entity state PDU properly enables networked distribution of realistic
physics-based behavior. In 1992 a jet pilot at the Naval Postgraduate School developed a real-time model of
high-performance aircraft response using parameterized flight coefficients and quaternion mathematics [Cooke 92].
It turns out that tactical aircraft are inherently unstable. Jet pilots require years of training and onboard computers
are continuously making compensatory adjustments to flight surfaces. Qualified fighter pilots are pleased with this
guaternion-based model since the simulated jet reacts realistically and "flies" much like a true jet. Unfortunately,
naive operators tend to crash when flying this model (and presumably might experience similar difficulties in a real
jet). Substituting flight coefficients that represent a more benign aircraft like a Piper Cub made operation much
easier for casual users. The significant fact related to this substitution is that the underlying DIS model requires no
changes. Regardless of whether packet update rates necessary for smooth motion average once per 5 seconds or
20 times per second, the DIS Entity State PDU dead reckoning algorithms are able to properly track position and
orientation. This maximizes precision, maintains proper global consistency, and minimizes network loading.

Of further interest to virtual-world designers is an open-format Message PDU. Message PDUs enable user-defined
extensions to the DIS standard. Such flexibility coupled with the efficiency of Internet-wide multicast delivery permits
extension of the object-oriented message-passing paradigm to a distributed system of essentially unlimited scale.
Free-format DIS Message PDUs might provide general message-passing connectivity to any information site on the
Internet, extended by use of network pointer mechanisms that already exist for the World Wide Web. This is a
promising area for future work.

VE grand challenges. The most important "grand challenges" of computing today are not large, static gridded

simulations such as computational fluid dynamics or finite element modeling. Similarly, traditional supercomputers
are not necessarily the most powerful or significant platforms because adding hardware and dollars to incrementally
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improve existing expensive computer designs is a well-understood exercise. What's more challenging and
potentially more rewarding is the interconnection of all computers in ways that support global interaction of people
and processes. In this respect, the Internet is the ultimate supercomputer, the Web is the ultimate database, and
any networked hardware in the world is a potential input/output device. Large-scale virtual environments attempt to
simultaneously connect many of these computing resources in order to recreate the functionality of the real world in
meaningful ways. Network software is the key to solving VE grand challenges.

Large-scale virtual-world internetworking. Four key communication methods are necessary for large-scale
virtual-world internetworking: light-weight messages, network pointers, heavy-weight objects and real-time streams
(Eigure 5). For each of these four methods, bandwidth and latency must be carefully considered. The following
networking elements can be combined to implement these four methods.

¢ Distribution of virtual-world components using point-to-point sockets can be used for tight coupling and
real-time response of physics-based models.

* DIS is a well-tested behavior protocol that enables efficient live interaction between multiple entities in
multiple virtual worlds.

* A wide variety of alternative behavior protocols are being developed and evaluated for large-scale
virtual-world interaction.

* Hypermedia servers and embedded Web browsers provide virtual worlds global access to pertinent archived
images, video, graphics, papers, datasets, software, sound clips, text or any other computer-storable media,
both as inputs and outputs.

* Multicast protocols permit moderately large real-time bandwidths to be efficiently shared by an unconstrained
number of hosts.

* MBone connectivity permits live distribution of graphics, video, audio, DIS and other streams world-wide in
real time.

Together these example components provide the core functionality of light-weight messages, network pointers,
heavy-weight objects and real-time streams. Integrating these network tools in virtual worlds produces realistic,
interactive and interconnected 3D graphics that can be simultaneously available anywhere [Brutzman 94

Macedonia 95a, b].

Light-weight Interactions. Messages composed of state, event and control information as used in DIS Entity State
PDUs. Implemented using multicast. Complete message semantics is included in a single packet encapsulation
without fragmentation. Light-weight interactions are received completely or not at all.

Network Pointers. Light-weight network resource references, multicast to receiving groups. Can be cached so that
repeated queries are answered by group members instead of servers. Pointers do not contain a complete object as
light-weight interactions do, instead containing only a reference to an object.

Heavy-weight Objects. Large data objects requiring reliable connection-oriented transmission. Typically provided
as an ftp or http response triggered by a network pointer request.

Real-time Streams. Live video, audio, DIS, 3D graphics images or other continuous stream traffic that requires
real-time delivery, sequencing and synchronization. Implemented using multicast channels.

Figure 5. Four key communications components used in virtual environments.

Application layer interactivity. It is application layer networking that needs the greatest attention in preparing for the
information infrastructure of the near future. DIS combined with multicast transport provides solutions for many
application-to-application communications requirements. Nevertheless DIS is insufficiently broad and not adaptable
enough to meet general virtual environment requirements. To date, most of the money spent on networked virtual
environments has been by, for and about the military. Most remaining work has been in (poorly) networked games.
Neither example is viable across the full spectrum of applications. There is a real danger that specialized high-end
military applications and chaotic low-end game hacks will dominate entity interaction models. Such a situation might
well prevent networked virtual environments from enjoying the sustainable and compatible exponential growth
needed to keep pace with other cornerstones of the information infrastructure.

Next-generation behavior protocols. Successors to DIS are needed that are simpler, open, extensible and
dynamically modifiable. DIS has proven capabilities in dealing with position and posture dead-reckoning updates,
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physically based modeling, hostile entity interactions and variable latency over wide-area networks. DIS also has
several difficulties: awkward extendability, requiring nontrivial computations to decipher bit patterns, and being a
"big" (i.e. complicated) standard. DIS protocol development continues via a large and active standards community.
However, the urgent military requirements driving the DIS standard remain narrower than general virtual
environment networking requirements. Smaller and more efficient behavior protocols are being investigated by
several researchers. The current NPS approach for next-generation behavior communications is to develop a
"dial-a-protocol" capability, permitting dynamic modifications to the protocol specification to be transmitted to all
hosts during a simulation [Stone 96]. A dynamically adjustable protocol is necessary for interactively testing global
and local efficiency of distributed entity interactions. Our research is motivated by a fundamental networking
principle: realistic testing and evaluation are essential, because initial performance of distributed applications never
matches expectations or theory. Thus we're intentionally focusing on mechanisms for finding bottlenecks and
demonstrating breakthroughs.

Other interaction models. Many other techniques for entity interaction are being investigated, although not always in
relation to virtual environments. Several breakthroughs are possible. Just like in the real world, many ways of
interacting will be valuable in virtual environments.

e Common Gateway Interface (cgi) scripts are executed on the queried host, often using Hypertext Transfer
Protocol (http) [Berners-Lee 94] query extensions as inputs.

* Java has sparked wide interest as a network-based behavior language. Java enables simple and secure
passing of precompiled program object files (applets) for compatible multiplatform execution [Sun 95].

* Intelligent agent interactions are an active area of research driven by the artificial intelligence and user
interface communities. Rule-based agents typically communicate via a message-passing paradigm that is a
straightforward extension of object-oriented programming methods.

* Instead of exchanging messages, mobile programs called agents can transport themselves. Telescript is a
promising language designed for safe and secure mobile agent interactions [White 95].

* Ongoing research by the Linda project uses a generalized message-passing construct called "tuples" for
logical entity interaction, with emphasis on scaling up to indefinitely large sizes and participants [Gelernter
92].

* MUDs (multi-user dungeons) and MOOs (MUDs Object-Oriented) provide a powerful server architecture and
text-based interaction paradigm well suited to support a variety of virtual environment scenarios [Curtis 94].

* Passing interpretable scripts over the network in conjunction with predeployed, precompiled source code has
been widely demonstrated for the multiplatform 2D graphical user interface (GUI) Tool Control Language

(Tcl) [Ousterhout 94].

Virtual Reality Modeling Language (VRML). The Web is being extended to three spatial dimensions thanks to
VRML, a specification originally based on an extended subset of the SGI Openinventor scene description language
Wernicke 94]. Key contributions of the initial VRML 1.0 standard were a core set of object-oriented graphics
constructs augmented by hypermedia links, all suitable for scene generation by browsers on Intel and Apple
personal computers as well as Unix workstations. The interaction model for 3D VRML browsers remains
client-server, similar to most other Web browsers. 3D browsers are usually embedded in 2D browsers or are
launched as helper applications when connecting to a 3D site. VRML specification development has been
effectively coordinated by mail list, enabling consensus by a large, active and open membership [Pesce 94, 95] [Bell

94].

Difficult issues regarding real-time animation in VRML 2.0 (Carey 96) include entity behaviors, user-entity interaction
and entity coordination. Currently animation scripts and experimental servers are used for such functionality. In
order to scale to many simultaneous users, peer-to-peer interactions will be necessary in addition to client-server
qguery-response. Although "behaviors" are not formally specified, VRML 2.0 provides local and remote scripting
language hooks (i.e. an applications programming interface or API) to graphical scene descriptions. Dynamic scene
changes can thus be stimulated by scripted actions, message passing, user commands or behavior protocols,
implemented using either Java or complete VRML scene replacement. A great deal of experimentation is in
progress. It appears clear that successful global solutions for VRML behaviors are possible that provide simplicity,
security, scalability, generality and open extensions. The most successful experimental approaches to shared
behaviors will likely establish employment conventions and may even inspire behavior specifications. Finally, as the
demanding bandwidth and latency requirements of virtual environments begin to be exercised by VRML, some
client-server design assumptions of the Hypertext Transfer Protocol (http) may no longer be valid. Users won't be
satisfied with network mechanisms that fail to accommodate high-bandwidth information streams or break down
after a few hundred players. A Virtual Reality Transfer Protocol (vrtp) will be needed to take advantage of available
transport-layer functionality and overcome bottlenecks in http. Experimentation and quantitative evaluation will be
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essential to develop the next generation of code for diverse interentity virtual environment communications. To
achieve these ambitious goals, it is necessary to create a Cyberspace Backbone (CBone) providing dedicated
network resources for a virtual environment testbed.

Note that computer graphics applications now become more flexible than television. From a network perspective,
prerendered computer graphics streams are equivalent to video streams. Behavior-based VRML will provide
dynamic graphics scene delivery at relatively low bandwidths with viewpoints independently controlled by
subscribing users. Effective deployment of globally networked graphics can complement television in fascinating
ways.

5. Economics. Predicting economic developments in new technologies is a risky business. The following points are
only a few of many changes, emphasizing major new developments that are likely to produce market impacts.
Users and investors can draw their own conclusions.

* Marketplace providers may be far different from traditional companies. Individuals and small groups of
people can be economic players, for example. GigaCorp Intergalactic UltraServices Ltd. might be one
person working at home producing information products that are as good as (or better than) the products a
large multinational corporation produces. Unrestricted access to information, open interest-group efforts and
affordable high-quality software are key. These assets produce the new trump cards in creative product
development: imagination, cooperation and rapid turnaround.

* Value-added becomes a market basis. At first it might seem that when so much is free, no one needs to buy
anything. In practice, people are willing to pay when there's significant value-added relative to what's free. For
example, numerous software products are available today in identical free and supported versions.
Nevertheless today's innovative value-added feature is tomorrow's commonplace free feature. Thus ongoing
innovation, responsiveness and improvement are necessary for software program survival.

* What is "free" in the computer software community is a sliding standard that tracks along with the exponential
growth of the computer price/performance technology curve. Historically, companies charging for quality
software have been first to market, with quality freeware versions following later. Programmers unwilling or
unable to pay fees often create public domain software comparable to commercial versions. Current free
availability of quality software development tools and code libraries has accelerated this growth of free
software projects. Freeware programmers are often willing to port software to multiple architectures. Mailing
lists, news groups, online hyperlinked documentation and software repositories encourage the growth of
diverse and technically proficient user communities. High-quality online experience is usually available to
open interest-group members (however informally) at all hours of the day or night. Open cross-platform
public-domain (free) solutions frequently inspire profitable commercial software products. Both climb the
cutting-edge-technology curve in tandem.

* Information dissemination is easier than ever. Content for mass access is no longer solely controlled by
television networks, radio broadcasters and print publishers. As more people put information online and
collaborate with groupware, traditional information sources become less necessary. Just as television didn't
put radio out of business, expect to see evolutionary changes in information sources rather than elimination
of other media. Open access to disparate media over the network fosters both competition and cooperation.
These are democratizing and equalizing forces. Everybody will want access to everything, and networking
makes it possible. Interactive 3D graphics with independent viewpoint, navigation and content already
provides serious competition to television. New 3D "channels" are creating new businesses, arts and
entertainments.

* |t becomes increasingly difficult to preserve original sources as internetworked information grows
exponentially. Digital libraries will become essential to provide continuity of access. Context may be
supported through ever-more-sophisticated links, browsers and virtual environments, but secure storage of
basic content will remain a fundamental requirement. A forward-looking overview of digital library efforts is
given by [Garrett 95].

* Informal market analysis of an industry that undergoes a complete reorganization every year or two indicates
that open methods based on responsive standards survive, while closed proprietary methods struggle and
die, or get absorbed/killed/subsumed by dominant companies in a market (like Microsoft). Semiopen
methods (like ISO OSI) that are overconstrained by standardization or restrictive rules fall behind the pace of
the marketplace and become obsolete - in effect they appear proprietary.

* Security considerations affect all parts of the Internet, including multiuser virtual environments. Encryption,
authentication and nonrepudiation are all feasible using a variety of currently available open and closed
cryptographic standards. Public key cryptography, next-generation IPv6 safeguards and de facto market
standards/solutions used for credit card transactions appear to be the most significant technologies.
Next-generation security must safeguard entire networks in addition to individual users, clients and servers.

4/16/99 11:07 AM



Graphics Internetworking: Bottlenecks and Breakthroughs http://web.nps.navy.mil/~brutzman/vrml/breakthroughs.html

Security is a moving target that will be solved mostly through independent efforts that eventually gain
acceptance on the Internet. Security validation for virtual environments will hinge on the effectiveness of
these methods when used together with challenging high-bandwidth fast-response applications.

* Economic problems on both personal and corporate scales often result from misunderstanding or
misinformation. This happens everywhere, including the computing and academic communities. Marketing
hyperbole takes advantage of the dizzying effects of ceaseless rapid change and the individual's need to stay
informed. Rapidly growing bodies of knowledge and information are now part of the intellectual marketplace.
Good and bad untested ideas go into the market early hoping to attract resources and influence the
development of related work. However, the bottom line is results. Implementation (can it be built?), test (what
does it really do?) and evaluation (does it do what we want?) are truer measures of success.
Implementation, test and evaluation are the forcing functions that will produce working large-scale
internetworked graphics environments. Visible results cut through the inevitable fog of hype and distorted
information that surrounds rapid technical progress.

6. Applications. Working applications will drive progress, rather than theories or hype. In this section we present
feasible applications that are exciting possibilities or existing works in progress. Many new projects are possible and
likely in the near future if virtual environment requirements are adequately supported by the global information
infrastructure. Several conjectured scenarios follow.

Sports: live 3D stadium with instrumented players. Imagine that all of the ballplayers in a sports stadium wear a
small device that senses location (through the Global Positioning System and local spread-spectrum radio signal
sensing) and transmits behavior packets over a wireless network. Similar sensors are embedded in gloves, balls,
bats and even shoes. A computer server in the stadium feeds player telemetry into a physically based articulated
human model, that in turn extrapolates individual body and limb motions. The server also maintains a scene
database for the stadium complete with texture-mapped images of the edifice, current weather and representative
pictures of fans in the stands. Meanwhile, Internet users have 3D browsers that can navigate and view the action
from any perspective in the stadium. Users can also tune to multicast channels providing updated player positions
and postures (via light-weight behavior interactions) along with live audio and video. Statistics, background
information and multimedia home pages are available for each player. Some remote spectators might even choose
to publicly share their own play-by-play commentary. Thus any number of remote fans might supplement traditional
television coverage with a live interactive computer-generated view. Perhaps the most surprising aspect of this
scenario is that all component software and hardware technologies exist today. A proposed personal tracking
system (PTS) suitable for multiple players in an stadium environment is presented in Figure 6 [Bible 95].
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Figure 6. Example personal tracking system (PTS) using spread-spectrum radio ranging in a virtual
environment [Bible 95]. Fourteen independent joint trackers passively determine body posture using a
scheme similar to the Global Positioning System (GPS), then combined joint signals are multiplexed and
transmitted back to the surrounding environment.

Education. Many people are trying to capitalize on the potential of global content by combining internetworking with
education, long-distance teletraining and life-long learning. Applying computer graphics to education is also a
steadily growing area of activity [Owen 95]. Our approach to learning and research includes grounding all theoretical
concepts in real-world applications and events. Networked education efforts in the Monterey Bay region aim at
enabling teachers and students of all ages to use all aspects of the Internet [Brutzman 95a, b] [Bigelow 95]. Since
students study a great deal of content, regularly produce context and are excellent evaluators of effectiveness, it's
likely that the best new examples combining innovative content with networked graphics will emerge from the
educational community. Supporting educational network construction and teacher training is an excellent way to
build a collaborative user base for new applications.

Military: 100,000 player problem. "Exploiting Reality with Multicast Groups" describes ground-breaking research on
increasing the number of active entities within a virtual environment by several orders of magnitude [Macedonia 95a,
b] Multicast addressing and the DIS protocol are used to logically partition network traffic according to spatial,
temporal and functional entity classes as shown in Figure 7 . "Exploiting Reality" further explains virtual environment
network concepts and includes experimental results. This work has fundamentally changed the distributed
simulation community, showing that very large numbers of live and simulated networked players in real-world
exercises are feasible. The military origins of this problem will become irrelevant as our abilities to effectively interact
socially, scientifically and educationally scale to the hundreds of thousands. Such growth from military to real-world
problems is analogous to the original design of the ARPANET and military predecessors to today's Internet. Many
different types of simulations can be connected via distributed virtual environments. An excellent reference that
describes and organizes a thorough variety of analytic simulation approaches is [Eishwick 95].
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Figure 7. Multicast channels can partition network communications into spatial, temporal and functional
classes to minimize traffic and exploit reality [Macedonia 95a, b] .

Science: virtual worlds as experimental laboratories for robots and people. In separate work, we've shown how an
underwater virtual world can comprehensively model all salient functional characteristics of the real world for an
Autonomous Underwater Vehicle (AUV) in real time [Brutzman 94]. This virtual world is designed from the
perspective of the robot, enabling realistic AUV evaluation and testing in the laboratory. In this context, our "Turing
Test" for the virtual environment is whether the robot behaves identically in the underwater virtual world and in the
real world. Real-time 3D computer graphics are our window into that virtual world (Eigure 8 ). Visualization of robot
interactions within a virtual world permits sophisticated analyses of robot performance that are otherwise
unavailable. Sonar visualization permits researchers to accurately "look over the robot's shoulder" or even "see
through the robot's eyes" to intuitively understand sensor-environment interactions. Theoretical derivation of
six-degree-of-freedom hydrodynamics equations has provided a general physics-based model capable of
replicating highly nonlinear (yet experimentally verifiable) response in real time. Distribution of underwater
virtual-world components enables scalability and rapid response. Networking allows remote access, demonstrated
via MBone audio and video collaboration with researchers at distant locations. Integrating the World Wide Web
allows rapid access to resources distributed across the Internet. Distributed resources include a text-to-speech
sound server that translates robot reports into sound files [Belinfante 94]. Ongoing challenges include scaling up the
types of interactions, datasets, models and live streams that can be coordinated within the virtual world.
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Figure 8. An autonomous underwater vehicle (AUV) operating in a virtual test tank. Virtual worlds can
incorporate datasets, databases, models, robots and people [Brutzman 94].

Interaction: Multiple CAVEs using ATM and VRML. A CAVE is a walk-in synthetic environment that replaces the four
walls of a room with rear-projection screens, all driven by real-time 3D computer graphics [Cruz-Neira 93]. These
devices can accommodate 10-15 people comfortably and render high-resolution 3D stereo graphics at 15 Hz and
higher update rates. The principal costs of a CAVE are in high-performance graphics hardware. We wish to
demonstrate affordable linked CAVEs for remote group interaction. The basic idea is to send graphics streams from
a master CAVE through a high-speed low-latency ATM link to a less expensive slave CAVE that contains only
rear-projection screens.

Several serious ATM bottlenecks remain that must be resolved experimentally. Automatic generation of VRML
scene graphs and simultaneous replication of state information over standard multicast links will permit both CAVEs
and networked computers to interactively view results generated in real time by a supercomputer. Our initial
application domain is a gridded virtual environment model of the oceanographic and biological characteristics of
Chesapeake Bay, as shown in Figure 9 [Wheless 95, 96] [I-WAY 95]. To better incorporate networked sensors and
agents into this and other virtual worlds, we are also investigating extensions to IP using underwater acoustics
Brutzman 95d]. As a final component, we are helping establish ambitious regional education and research
networks which connect scientists, students from kindergartens through universities, libraries and the general public.
Vertically integrated Web and MBone applications and the common theme of live networked environmental science
are expected to provide many possible virtual-world connections [Brutzman 95a, b, c].
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Figure 9. The Chesapeake Bay Virtual Environment (CBVE) combines multiple models, datasets and
interaction modes with Sstandard IP and high-bandwidth ATM internetworking [Wheless 95, 96].

Mobile global public domain television. Access to the MBone means that anyone can become a global television
provider. During SIGGRAPH 95 we experimented with mobile audio/video delivery to demonstrate
location-independent multicasting. We loaded a cart with a camera-equipped SGI Indy workstation, a 2 Mbps
wireless bridge, wireless microphones and video gear. Dubbed "MBone Unplugged,” we were able to roam the
convention floor while continuously multicasting exhibits and events world-wide (Eigure 10 ) [Brutzman, Emswiler
95] [Clinger 96]. Working under conference auspices provides access to significant content with appropriate release
permissions. We now believe that this rig is the workstation of the future: totally mobile, complete graphics and video
capabilities, no apparent limits. Related work showed that live world-wide multicast of an academic course was
possible for an entire quarter [Emswiler 95]. Planned future work includes simultaneous world-wide conference
multicasting over ATM and MBone links while directly recording the audio/video at multiple bandwidths to a digital
archive. We expect to show that previously transitory content produced by conference events can provide significant
long-term value through easy, inexpensive live multicast and storage of high-bandwidth audiovisual streams.
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Figure 10. "MBone Unplugged" cart used at SIGGRAPH 95 for wireless audio, video and 3D graphics with
world-wide multicast scope [Brutzman, Emswiler 95].

7. Personal impacts. Tremendous enthusiasm and deep insights result when people use good interactive 3D
graphics applications. Combining graphics and networks looks like a sure win, but the personal impacts of new
technology are notoriously hard to predict. Here are a few ideas gained during our journey about how people will
use large-scale internetworked virtual environments.

Large-scale means everyone and everything. This is a people process just as much as a technical process. Here
are some people-related lessons learned from the ongoing growth of the Web. When something is easy, people do
it. When something is challenging, people are willing to pay someone else or figure out another way to do it. When
something is difficult, people don't do it. Examples of relatively easy things include building personal web pages and
putting information online. Challenging things include professional web server providers and current
web-server-in-a-box products. Excessively difficult things include early false starts by some commercial online
services and overcomplex standardization efforts that never reach critical mass.

The personal impact of scaling up virtual environments to arbitrarily large sizes means that connecting and
contributing to them can't be harder than setting up your own home page. If the process is not well defined, few
people will risk wasting their time. As long as hooking up and authoring virtual worlds remain difficult, the technical
solutions aren't yet good enough.

Information overload is the new norm. There's already too much information available. The unexpected will continue
to happen, usually right when people think that they're caught up with what's current. The possibility of 500 television
channels is ridiculously simple; there are already far more content sources on the Internet. With interactive
opportunities increasing exponentially, personal impacts will likely have to be experienced to be understood. What
does it mean when anyone can create, join, ignore or compete with any channel of information? No one really
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knows but we'll undoubtedly find out. Some individuals look to science fiction for inspiration and models of behavior.
Some virtual reality architects on the VRML mailing list appear to go beyond inspiration and use Snow Crash
Stephenson 92] as a design document. Life imitates art, science imitates science fiction.

8. Projections. Merely by reading the New York Times, any individual can get more information about the world
than was available to any world leader throughout most of human history. Multiply that single stream by the millions
of other information sources on the Internet, and it's clear we do not lack content. Mountains of content are
accessible. What we need more is context, i.e. a way to interactively locate, retrieve and display related pieces of
information in a timely manner. Context establishes the reliability and pedigree of information streams. It also
permits selectively culling large volumes of unstructured information that can otherwise overwhelm any single
person or process.

Within two lifetimes we have invented several new technologies for recording and exchanging information.
Handwriting gave way to typing, then typing to word processing, and soon afterward came desktop publishing. Now
people can use 3D real-time interactive graphics simulations and dynamic "documents" with multimedia hooks to
record and communicate information. Such "documents" can be directly distributed on demand to anyone
connected to the Internet. In virtual environments a further paradigm shift becomes possible. The long-term
potential of virtual environments is to serve as an archive and interaction medium, combining massive and dissimilar
datasets and data streams of every conceivable type. Virtual environments will enable comprehensive and
consistent interaction within those massive datasets, data streams and models that recreate reality. Virtual
environments can provide meaningful context to the mountains of content that currently exist in isolation without
roads, links or order.

What about scaling up? Fortunately there already exists a model for these growing mountains of information
content: the real world. Virtual worlds address the context issue by providing information links similar to those in the
real world. When our virtual constructs cumulatively approach realistic levels of depth and sophistication, our
understanding of the real world will deepen correspondingly. In support of this goal, we have shown how the
structure and scope of virtual environment relationships can be dynamically extended using feasible network
communications methods. This efficient distribution of information will let any remote user or entity in a virtual
environment participate and interact in increasingly meaningful ways.

Open access to any type of live or archived information resource is becoming available for everyday use by
individuals, programs, collaborative groups and even robots. Virtual environments are a natural way to provide order
and context to these massive amounts of information. World-wide collaboration works, for both people and
machines. Finally, the network is more than a computer, and even more than your computer. The Internet becomes
our computer as we learn how to share resources, collaborate and interact on a global scale.

9. Conclusions. Interactive 3D computer graphics enables people to see things that are otherwise imperceptible,
impractical or impossible. Computer networking can connect everyone to everything, any person to any machine to
any information resource. Networks are not "something else" relative to graphics, rather they are integral as we
scale up in every direction. As these interrelated technologies combine, understanding why limits exist will help us
break through bottlenecks. Each bottleneck broken reveals another as we consider new-found capabilities and their
corresponding limitations.

Large-scale virtual environments are the new grand challenge in computing, a challenge that can include every
person and every subject. The best motivation for scaling up can be found in the respective strengths of 3D
graphics and networking: perception and bandwidth. Interactive graphics let us perceive the world in new and
familiar ways. Networks provide information bandwidth, broad connectivity and varied content at rapid rates. Our
new challenges are fascinating. Combining graphics and networks now lets us work on perceptual bandwidth,
maximizing the depth and breadth and speed we use to interpret the world around us. This achievement may be our
biggest breakthrough.
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Internet Watch

fields are considered to

the Internet.

The computer graphics community
considers VRML to be an interactive tool :
for exploring content on the Web. The !
telecommunications community calls it :
an application on the networking infra- :
structure. Here we define the concept of

Ithough the networking :
and computer graphics :
i puter graphics applications and the :
be distinct disciplines, :
they must begin to con- :
verge in order to support collaborative :
exploration and information visualiza- :
tion on the Internet and the World
Wide Web. Telecommunication break- :
throughs remove bottlenecks and pro- :
vide new opportunities for interactive :
3D graphics across globally intercon-
nected, dissimilar networks. Multicast :
Backbone (MBone) tools, developed in
the networking arena, provide desktop
videoconferencing tools for sharing :
information visualization and virtual :
reality explorations. The Virtual Reality
Modeling Language (VRML), devel- :
oped in the computer graphics arena,
supports the 3D display and fly-through
of networked computing resources on :

Internetworked
Graphics and

the Web

Editor: Ron Vetter, University of North Carolina at Wilmington, Mathematical Sciences Dept., 601 South College Rd., Wilmington, NC
28403; voice (910) 962-3671; fax (910) 962-7107; vetter@cms.uncwil.edu.

e Personal aspects: The sense of won-
der associated with information dis-
covery and exploration.

For more information about these six
aspects, see the article by Don Brutzman,
“Graphics Internetworking: Bottlenecks
and Breakthroughs,” (Digital lllusion,
Addison Wesley, 1997, to appear;
http://www.stl.nps.navy.mil/~brutzman/
breakthroughs.html).

. EXPANDING INTO 3D WITH VRML

VRML has already extended the Web

 to three spatial dimensions. The VRML

. specification is based on an extended sub-

Theresa-Marie Rhyne, Lockheed Martin :

. set of the Silicon Graphics, Inc.’s
i Openlnventor scene-description lan-

Don Brutzman, Naval Postgraduate School

: guage. Key contributions of the initial

Michael Macedonia, Fraunhofer Center for - VRML 1.0 standard (available at htep://

© www.sdsc.edu/vrml/spec.html) were a

Research in Computer Graphics

: core set of object-oriented constructs

. augmented by hypermedia links.

Internetworked Graphics to describe the
future merger and dependencies of com-

telecommunications networking infra- :
structure.

The concept of Internetworked :
Graphics can be examined from six per-
spectives: :

* Connectivity: The capacity, band-
width, protocols, and multicasting
capabilities on the networking infra-
structure.

e Content: Defined in terms of the
Web, content encompasses any type :
of information, dataset, or stream
used in the computer graphics envi-
ronment.

e Interaction: Requires minimal :
latency, a sense of presence, and the '
ability to both access and modify :
content.

e Economics: Creation of financial !
mechanisms to support Internet and :
Web usage as well as online secure
money transactions.

o Applications: Establish the context for :
internetworked graphics and deter- :
mine infrastructure development.

Networking and computer
graphics must converge
to support collaborative

exploration and
information visualization
on the Web.

VRML 1.0 allowed for scene genera-
tion by Web browsers on PCs as well as
Unix workstations. The interaction model

: of 3D VRML browsers is client-server,

similar to most other Web browsers. 3D
browsers are usually embedded into 2D
browsers (such as Netscape’s Navigator
or Microsoft’s Internet Explorer) or

i launched as helper applications when

connecting to a 3D site.
VRML 2.0, released in August 1996
(http://www.sdsc.edu/vrml/spec.html),

expands VRML 1.0 to address real-time
i animation issues on the Web. VRML 2.0

provides local and remote hooks (APIs)
to graphical scene description. It enables

¢ the simulation of dynamic scene changes

by any combination of scripted actions,
message passing, user commands, or

i behavior protocols. In order to scale to
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many simultaneous users, VRML 2.0
requires peer-to-peer interactions in addi-
tion to client-server’s query-response
model. Here we begin to hit upon one of
the bottlenecks of Internetworked
Graphics. Future networked VRML
scenes will demand significant real-time
streaming in addition to client-server
interactions.

The development of
the next generation of
Web software requires

effective implementation
of these Internetworked

Graphics concepts.

Rendering Internetworked Graphics is
a matter of human interface technology.
VRML primitives provide the raw mate-
rial for anyone to put together a sophisti-
cated 3D scene that is viewable on any
computer platform. VRML 2.0 script
connections also enable scene animation,
locally and globally. However, the
Internet’s applications layer does not pro-
vide sufficient support for VRML
demands about to be made by users and
content developers who will start con-
necting every imaginable geometry to
every imaginable information stream. A
new protocol is needed to extend the Web
into fully interactive 3D large-scale virtual
environments. This protocol will need to
address the integrated needs of computer
graphics content developers with the
telecommunications infrastructure.

MBONE FOR VIRTUAL
COMMUNICATION

The MBone is one of the Internet’s most
interesting  capabilities (see M.R.

Macedonia and D.P. Brutzman, “MBone
Provides Audio and Video Across the
Internet,” Computer, Apr. 1994, pp. 30-
36). It is used for live audio, live video, and
packets such as Distributed Interaction
Simulation (DIS) on a global scale.
MBone is a virtual network—it shares
the same physical media as the Internet
and relies on a network of routers
(mrouters) that can support multicast.
Mrouters are either upgraded commer-

Computer

cial routers or dedicated workstations
that run modified operating system ker-
nels in parallel with standard routers.

Two things make multicasting feasible
on a global scale: the installation of high-
bandwidth Internet backbone connec-
tions and the widespread availability of
workstations with adequate processing
power and built-in audio capability.

Multicast provides one-to-many, sev-
eral-to-many, and many-to-many net-
work delivery services. An example of a
one-to-many service is the live transmis-
sion of a technical conference. A several-
to-many service might be a panel
interview among different locations
attended by dispersed sets of people. A
many-to-many service might be a dis-
tributed research exercise with 100
active contributors. Multicast is useful
for a variety of videoconferencing,
audio, and multiplayer events in which
numerous hosts must communicate
simultaneously.

Multicast currently uses only the User
Datagram Protocol (UDP) and not the
Transmisssion Control Protocol (TCP) of
the Internet Protocol (IP) suite. Therefore,
multicast streams are a connectionless,
“unreliable” service: Lost MBone pack-
ets stay lost. This “best-effort” service
requires no setup, uses no acknowledg-
ments, and guarantees no delivery.
Ordinarily, this is a good thing for most
real-time information streams (such as
audio and video) because it avoids deliv-
ery bottlenecks and unwanted overhead.
However, this can pose difficulties for
future development of collaborative 3D
large-scale virtual worlds. Recently, Web
tool developers have also begun to
address incorporating desktop videocon-
ferencing capabilities into Web browsers.
A more carefully engineered backbone
service that includes dedicated multicast
capabilities, dedicated bandwidth, and
dedicated latency is needed to support the
future development of Web-based, 3D,
large-scale virtual worlds.

VRML techniques have also recently
been applied to visualizing the complex-
ity of MBone virtual networks and
Internetworked Graphics roadblocks (T.
Munzner et al., “Visualizing the Global
Topology of the Mbone,” Proc. IEEE
Symp. Information Visualization, IEEE

CS Press, 1996). Information visualiza-
tion techniques will aid the future
development of telecommunications
technology.

BOTTLENECKS AND ROADBLOCKS

The development of the next genera-
tion of Web software requires effective
implementation of these Internetworked
Graphics concepts. Those who develop
networking protocols and MBone capa-
bilities must factor in the impact that
VRML and interactive visualization will
have on future bandwidth and latency.
Those who create Web-based interactive
graphics tools must understand the
underlying networking standards and
infrastructure in order to build effective
3D collaborative applications. Without
an integrated approach, bottlenecks and
roadblocks will increase.

The evolution of commodity 3D com-
puter graphics and visualization appli-
cations for PCs could present one
roadblock. These applications depend
on 3D graphics libraries for rendering
and displaying images, and they accom-
plish real-time image display via accel-
erator cards or (potentially slower)
software renderers. Developers who use
these tools to create interactive 3D ren-
derings and images to enable, for exam-
ple, real-time data mining on the Internet
will have to understand telecommunica-
tion bandwidth and protocols.

A key contribution of research in this
area would be development tools, proto-
cols, and algorithms that abstract away the
complexity of Internetworked Graphics.
These tools would provide mechanisms for
effectively managing bandwidth, latency,
and reliability automatically, depending on
the developer’s intent.

PERSONAL ASPECTS

The positive personal aspects associ-
ated with Internetworked Graphics will
center on the ability to participate in real-
time collaborative information discov-
ery and visual exploration among
geographically remote users.

The negative aspects will be associated
with future Web development efforts.
Setting up and learning to use the net-
working and Web infrastructure can be
all-consuming and thus refocus the basic



information sharing and education
process. Also, the display capabilities of
desktop PCs and workstations differ sig-
nificantly. Even with the best networking
infrastructure, some VRML worlds expe-
rienced through low-end computers will
not have the intended interactivity or dis-
play characteristics. These difficulties will
ultimately cause discomfort and frustra-
tion for Internetworked Graphics con-
tent developers and users. Only with an
interchange between the networking and
graphics communities of developers can
we achieve potential reduction in these
Web bottlenecks and roadblocks.

e are presently developing
tutorials that teach the net-
working community about

3D computer graphics and the graphics
community about telecommunications
issues (http://siggraph.org/~rhyne/com97/
com97-tut.html).

We have also developed proposals for
a virtual reality transfer protocol
(http://www.stl.nps.navy.mil/~brutzman/
vrtp/). VRTP is intended to be public-
domain software that will provide any
desktop computer with client, server,
peer-to-peer, and network monitoring
capabilities. People will use VRTP with
3D Internet browsers to navigate and join
large, interactive, fully internetworked
computer graphics environments. [

Theresa-Marie Rhyne is a lead scientific
visualization researcher for Lockheed
Martin at the United States Environ-
mental Protection Agency’s Scientific
Visualization Center; contact her at
trhyne@uislab.epa.gov.
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Internet
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ment, including Web development, intranets, and collaborative work.

Software
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e Information storage and retrieval (content analysis and indexing, informa
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e Information interfaces and presentation (multimedia information sys-
tems, user interfaces)
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e Processor architectures
e Computer-communication networks (network architecture and design,
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Computing methodologies

e Artificial intelligence

e Computer graphics

® Image processing

e Pattern recognition

e Simulations and modeling

e Computers and education
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e Legal aspects of computing

® Management of computing and information systems
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Abstract. TheVirtual Reality Modeling Language (VRML) and Java provide a standardized, portable and platform-
independent way to render dynamic, interactive 3D scenes acrossthe Internet. Integrating two powerful and portable
software languages provides interactive 3D graphics plus complete programming capabilities plus network access.
Intended for programmers and scene authors, this paper providesaVRML overview, synopsi zesthe open devel opment
history of the specification, provides a condensed summary of VRML 3D graphics nodes and scene graph topol ogy,
describes how Java interacts with VRML through detailed examples, and examines a variety of VRML/Java future
developments.

Overview. TheWeb isbeing extended to three spatial dimensions thanksto VRML, a dynamic 3D scene description
language that can include embedded behaviors and camera animation. A rich set of graphics primitives provides a
common-denominator file format which can be used to describe awide variety of 3D scenes and objects. The VRML
specification is now an International Standards Organization (1SO) specification (VRML 97).

Why VRML and Java together? Over twenty million VRML browsers have shipped with Web browsers,
making interactive 3D graphicssuddenly avail ablefor any desktop. Javaaddscompl ete programming capabilitiesplus
network access, making VRML fully functional and portable. Thisis a powerful new combination, especially as
ongoing research showsthat VRML plus Java provide extensive support for building large-scalevirtual environments
(LSVES). Thispaper provideshistorical background, adetailed overview of VRML 3D graphics, exampleVRML-Java
test programs, and a look ahead at future work.

Development history. “Birdsof afeather” sessionsorganized by Mark Pesceand Tony Paris at the 1994 World Wide
Web and SIGGRAPH conferences led to the formation of an open working group to examine potential technologies
for a “virtual reality markup language,” later changing markup to modeling. The initial goal of this effort was
selection of a general 3D scene-description file format that was suitable for modification by addition of hyperlink
semantics similar to the HyperText Markup Language (HTML). Open nomination and discussion of seven possible
candidates led to selection of an extended subset of Silicon GraphicsInc. (SGI) Openlnventor file format [Wernicke
94] [Carey, Strauss 92]. Extensive online proposal sand di scussi ons punctuated by reported resultsbecamethe hallmark
of the VRML development process. Key contributions of theinitial VRML 1.0 standard were selection of a core set
of object-oriented graphics constructs augmented by hypermedia links, all suitable for geometry rendering by Web
browsers on personal computers or workstations.

Language extensions for VRML. Although spirited debate and rough consensus successfully delivered an
initial specification, thereweretwo major limitationsin VRML 1.0: lack of support for dynamic scene animation, and
notraditional programminglanguageconstructs. Difficult issuesregarding real-timeanimationin VRML 1.0included
entity behaviors, user-entity interaction and entity coordination. VRML 2.0 development tackled theseissues directly,
using event-driven ROUTESto connect 3D nodes and fiel ds to behavior-driven sensorsand timing. “Languagewars’
were avoided by allowing other programming languages to communicate with the VRML scene via a Script node.
Initial languages chosen are JavaScript for light-weight in-line calculations, and Java for full-fledged programming
and network access. If Javaor JavaScript are supported in aVRML browser, they must conform to theformal interface
specified in (VRML 97) Annexes B and C, respectively. Major browsers now support both. Ongoing devel opment
of VRML continues via open working groups supported by the nonprofit VRML Consortium (VRMLC 97).

Behaviors. Theterm “behaviors' refersto making changesin the structure or appearance of a3D scene. Thus
abroad definition of aVRML behavior might be “any changein the nodes or filds of aVRML scenegraph.” VRML
97 provides local key-frame animation mechanisms and remote scripting language hooks (i.e. an applications



programming interface or API) to any scene graph component. Dynamic scene changes can be stimulated by scripted
actions, message passing, user commands or behavior protocols, implemented using either via Java calls or complete
VRML scene replacement. General approaches for VRML behaviors and scene animation are possible that provide
simplicity, security, scalability, generality and open extensions. Using Java is the most powerful way for 3D scene
authorsto explore the many possibilities provided by VRML.

Getting started. Numerous useful resources for obtaining browser software, subscribing to the www-vrml
mailing ligt, tutorials etc. are available via the VRML Repository (SDSC 97). Excellent books for learning VRML
include (Ames 97) (Hartman 97). The VRML 97 specification isonline, and an annotated version of the specification
by principal VRML 97 architects Rikk Carey and Gavin Bl is available in book form and online (Carey 97).
Resources on Java network programming include (Harold 97) and (Hughes 97). Intermediate and advanced textbooks
for combined VRML and Java programming are (Lea 97) and (Roehl 97), respectively.

3D graphicsnodes. For most programmers, therearemany new language conceptsand termsin VRML. An overview
of thisadmittedly large language is necessary before describing how Java works in combination with it. This section
describes the 3D-specific VRML nodes.

Big picture. Since VRML isageneral 3D scene description language that can be used as an interchangefile
format, therearealarge number of 3D graphicsnodesavailable. Thesenodesareorganizedin ahierarchical structure
called ascene graph, i.e. adirected acyclic graph. The primary interaction model for 3D VRML browsersispoint and
click, meaning that content can have embedded linksjust like the 2D HyperText Markup Language (HTML). VRML
3D browsers aretypically installed as plugins within 2D browsers (such as Netscape and Internet Explorer). VRML
is optimized for general 3D rendering and minimal network loading, taking advantage of extensive VRML browser
capabilities. For examples, geometric primitives such as IndexedFaceSet allow authoring tools and datasetsto create
highly complex objects. Texturesand MovieT extures can wrap 2D imagesover and around arbitrary geometry. Sound
nodes embed spatialized audio together with the associated shapes. Lighting and camera control provide complete
control of presentation and rendering, including animation of camera position to create flyby explorations or dramatic
visual transitions. Finally the Script node interface to Java allows modification or generation of any VRML content.

Shape. The Shape node is a container node which collects a pair of components called geometry and
appearance. Nodes that describe the objects being drawn are typically used in the geometry and appearance fiel ds of
the Shape node.

Geometry. Box, Cone, Cylinder and Sphere are nodes for smple regular polyhedra (sometimes called
primitives) which provide basic building blocks for easy object construction. The Text node simplifies specification
of planar or extruded polygonal text. ElevationGrid is a table of height (y) values corresponding to x-z horizontal
spacing indices. The Extrusion node stretches, rotates and scales a cross-section along a spineinto awide variety of
possible shapes. IndexedFaceSet, IndexedLineSet and PointSet can create 3D geometry of arbitrary complexity. Since
Extrusion, IndexedFaceSet, IndexedLineSet and PointSet are specified by sets of coordinate points, color values and
normal vectors can be specified point by point for these nodes.

Appearance. Theappearanceof geometryisprimarily controlled by specifying color valuesor textureimages.
TheMaterial node permits specification of diffuse, emissiveand specular color components (which roughly correspond
toreflective, glowing and shininesscolors). Material nodes can also specify transparency. Colorsare specified asred-
green-blue (RGB) triples ranging from O (black) to 1 (full intensity). Transparency value a similarly ranges from 0O
(opaque) to 1 (completely transparent). Asan alternative or supplement to material values, threetypes of texture nodes
areprovided. ImageTextureisthemost common: a2D imageiswrapped around (or over) the corresponding geometry.
MovieTexture allows use of time-dependent textures (e.g. MPEG movie files) as the image source. Finally
TextureTransform specifiesa 2D transformation in texture coordinates for advanced texture-mapping techniques, i.e.
applying specific repetitions or orientations of a texture to corresponding geometry features.

Scenetopology: grouping and child nodes. VRML syntax and node typing also helps enforce a strict hierarchical
structure of parent-child relationships, so that browsers can perform efficient rendering and computational
optimizations. Grouping nodes are used to describe rel ationships between Shapes and other child nodes. Moreover,
the semantics of a scene graph carefully constrain the ways that nodes can be organized together. Child nodes come
under grouping nodes to comply with the scene graph hierarchy inherent in any author’s VRML scene. In addition
to Shapes, child nodes describe lighting, sound, viewing, action sensors and animation interpolators. This section



synopsizes the full scope of VRML, the language; readers familiar with 3D graphics concepts may prefer skipping
ahead to the Java section.

Grouping. Fundamental to any VRML sceneisthe notion that graphics nodes can only be grouped in ways
that make sense. Grouping is used to describe spatial and logical relationships between nodes, and as an intentional
side result also enable efficient rendering by 3D browsers. The Group node is the simplest of the grouping nodes: it
merely collects child nodes, with no implied ordering or relationship other than equivalent status in the scene graph.
TheTransform nodesimilarly groupschild nodes, but first appliesrotation, scaling and trand ation to place child nodes
in the proper coordinate frame of reference. The Billboard node keeps its child nodes aligned to always face the
viewing camera, either directly or about an arbitrary rotation axis. The Collison node lets an author specify a
bounding box which serves asa proxy to ssimplify collision detection cal culationsfor grouped child nodes. The Switch
node renders only one (or none) of its child nodes, and is useful for collecting alternate renderings of an object which
might betriggered by external behaviors. TheLOD (level of detail) node a so renders only one of multiplechild nodes,
but child selection is triggered automatically based either on viewer-to-object distance or on framerate. Thus LOD
enables the browser to efficiently select high-resolution or low-detail alternative renderings on-the-fly in order to
support interactive rendering.

Grouping and the Web. Sincethe Web capabilitiesof VRML are analogousto HTML, two types of grouping
nodes enable Web connectivity in 3D scenes. The Inline node allows importing additional 3D data from another
VRML world into the current VRML world. In contrast, the Anchor node creates a link between its child nodes and
an associated Uniform Resource Locator (URL) web address. When the child geometry of an Anchor nodeis clicked
by the user’s mouse, the current VRML sceneis entirely replaced by the VRML scene specified in the Anchor URL.
Multiple strings can be used to specify any URL, permitting browsers to preferentially load local copies before
searching for remote scenes or backup locations. Typically browsers highlight “hot links” in a 3D scene by modifying
the mouse cursor when it is placed over Anchor-enabled shapes.

Lighting and sound. Virtual lightsin a 3D scene are used to determine illumination values when rendering.
Lights cannot be “seen” in the world directly, rather they are used to calculate visibility, shininess and reflection in
accordance with a carefully specified mathematical lighting model. The DirectionalLight node illuminates using
parallel rays, the PointLight node models rays radiating omnidirectionally from a point, and the SpotLight node
similarly provides radial rays constrained within aconical angle. Lightsinclude color and intensity values which are
multiplied against material values to calculate produce proper shading. The Sound node places an audio clip at a
certain location, and with nonrendered ellipsoids surrounding it determine minimum and maximum threshold
distances. Sound can repeat, be rendered spatially relative to user location, and be triggered on/off by events.
Embedding various lights and sounds at different locations within a scene can produce dramatic results.

Viewing. Most 3D nodes describe location, size, shape and appearance of a model. The Viewpoint node
specifiesposition, orientation and field of view for thevirtual camerathat isusedto“view” (i.e. calcul ate) the 3D scene
and render the screen image. Most objects and scenes contain a number of named viewpoints to encourage easy user
navigation. The Navigationlnfo node extends the camera concept to include the nation of an Avatar bounding box,
used to determine camera-to-object collision and height of eye when “gravity” (i.e. terrain following) is enabled.
Navigationlnfo also toggles a “headlight” in the field of view for default illumination, and can switch the browser
among a variety of user-navigation metaphors (FLY, EXAMINE, WALK etc.). The Fog node specifies color and
intensity of obscuring fog, which is calculated relative to distance from viewer. The Background node allows
specifying sky and ground color profiles, ranging smoothly from zenith to horizon to nadir. Background also permits
specifying six images for texture box, which always sits beyond other rendered objects. These various viewing nodes
provide rich functionality for animating viewpoint, assisting user navigation, and providing environmental effects.

Action sensors. Sensors detect change in the scene due to passage of time (TimeSensor), user intervention
or other activity such asviewer proximity (VisibilitySensor). Sensors produce time-stamped events whose values can
be routed as inputsto other nodesin the scene. User intervention is often assimpleas direct mouseinteraction with
a shape via a TouchSensor, or interaction with a constraining bounding geometry specified by PlaneSensor,
ProximitySensor or SphereSensor. Consistently typed input and output events are connected to correspondingly typed
fieldsin the scene graph via ROUTEs.

Animationinterpolators. Key-frameanimation typically consistsof simpletime-varying valuesapplied tothe
fields of the appropriate node. Smooth in-between animation can be interpolated linearly aslong as key values are at
sufficient resolution. Linear interpolatorsareprovided for Color, Coordinate, Normal, Orientation, Position and scalar
fields. Linear interpolation is sufficient for many demanding applications, including most humanoid animation. As
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with Sensors, Interpolator inputs and outputs are connected with other nodesviaROUTES. For performance reasons,
use of these standard VRML sensors and interpolatorsis usually preferable to writing a custom script, since they can
efficiently perform most authors' intended tasks. Scripts are the mechanism where authors can extend the action and
animation capabilities of VRML.

Prototypes. Prototypes(PROTO and EXTERNPROTO) allow creation of new VRML nodetypeshby authoring
combinations of nodes and fields from other preexisting nodetypes. In this sense, a PROTO definition is somewhat
analogous to a macro definition. In order to avoid completely copying a PROTO for each file whereit is used, the
EXTERNPROTO definition specifies remote URL wherethe original PROTO is defined, along with the interface to
permit local type-checking by browsers during scene loading. The EXTERNPROTO mechanism thus allows
congtruction of PROTO libraries for easy access and reuse.

Graphicsexample. No doubt dedicated readersare fully convinced by thispoint that VRML containsagreat
deal of functionality! Toregain clarity, acanonical “Helloworld” examplein Figures 2aand 2b displaysbasic VRML
syntax. Thissceneis available at www.stl.nps.navy.mil/~brutzman/vrml/examples/course/hello_world.wrl

#VRML V2.0 utf8 Netsap _

G oup { rElle Efllt Elfw Go  Communicator %elp .....
children [ : ﬁ@ﬂf&aq‘edﬁﬁ
Vi ewpoi nt {

description "initial view
position 6 -10
orientation 0 1 0 1.57

}
Shape {
geonetry Sphere { radius 1}
appear ance Appearance {
texture | mageTexture {
url “earth-topo. png"
Pt}
Transform {
translation 0 -2
rotation 0 1
children [
Shape {
geonetry Text
string [" Hello" "world!"]
}
appear ance Appearance {
material Material ({
di ffuseColor 0.1 0.5 1
Pl

1.25
0 1.57

} [ [Document: Dor 5| 58 38 =\ 2 v

Figure2a. VRML source hello_world.wrl Figure2b. VRML scene hello_world.wrl

VRML and Java: scripts, events, naming and ROUTEs. Interfaces between VRML and Java are effected through
Script nodes, an event engine, DEF/USE naming conventions, and ROUTEs connecting various nodes and fields in
the VRML scene. VRML provides the 3D scene graph, Script nodes encapsulate Java functionality, and ROUTES
provide the wiring that connects computation to rendering.

Scripts.  Script nodes appear in the VRML file, encapsulating the Java code and providing naming
conventions for interconnecting Java variables with field values in the scene. (Similar scripting conventions are
specified for JavaScript). Interfaced Java classes import the vrm . * class libraries in order to provide type
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conversion (for both nodes and simple data types) between Java and VRML. Java classes used by Script nodes must
extend thevr m . node. Scri pt classin order to interface properly with the VRML browser. The basic interface
and a good description of Script nodes is excerpted from the (VRML 97) specification in Figure 3.

Script { Script node is used to program behavior
exposedField MrString url [] in a scene. Script nodes typically
L' ilng any nunt?grBoglf' must Eval uate  FALSE b. receive events from other nodes;
eventln event Type event Nane ¢. contain a program modu!ethat
field fiel dType fiel dName initial Val ue performs some computation;
event Qut event Type event Nanme d. effect change somewhere elsein the
} scene by sending events.

Figure 3. Script node specification (VRML 97).

Events. Eventsallow VRML scenesto be dynamic. Events are merely time-stamped values passed to and
from different parts of aVRML world. Eventlns accept events, and EventOuts send events (when triggered by some
predefined behavior). Events must strictly match the simpletype (such asinteger, float, color) or node type (such as
a Material node) being passed from input to output. Script parameters are designated as eventln, eventOut or
exposedField, which respectively correspond to in, out or infout parameter semantics. Private fields are simply
designated asfield rather than exposedField.

DEF/USE naming conventions. Node naming and light-weight multiple instancing of nodes is possible
through the DEF (define) and USE mechanisms. DEF is used to associate names with nodes. USE permits duplicate
instances of nodes to be efficiently referenced without complete reinstantiation, significantly boosting performance.
Node names created via DEF are also used for routing events to and from fields. Thus Script nodes (and other 3D
nodes which interact with the script) all must be named using DEF. The scope of all DEF ed namesis kept local to
thefile (or PROTO) where the name is defined.

ROUTEs. ROUTE statements define connections between named nodes and fields, allowing events to pass
from sourceto target. ROUTE statements usually appear at the end of afile since all nodes must be DEF ed (named)
prior to referencing. Typically ROUTEs are used for all events passed into (or out of) Script nodes. Use of ROUTES
is not always required, however, since nodes in the VRML scene can be passed by reference as fields to the
encapsulated Script code. This second approach permits direct manipulation of VRML by Java without using events
or ROUTEs.

Example: event-based control. A scene demonstrating VRML-Java connectivity using Scripts, events, node
naming and ROUTEsisexamined in Figure4. ThisVRML scene and corresponding Java source code are available
at www.stl.nps.navy.mil/~brutzman/vr ml/exampl es/cour se/ ScriptNodeEventOutControl .wrl
and ScriptNodeEventOutControl.java
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import vrml.*;
import vrml.field.*; import vrml.node.*;

public class
SeriptNodeEventOutControl extends Script

eventln startTime
eventOut  ChangedText
eventOut  ChangedPosition

public void initialize ()
/I connect eventin & eventOuts
/I set ChangedText to intermediate value

public void processEvent (Event touch)
/I activated by user’s ClickTextToTest
/[ ChangedText & ChangedPosition events
/I are modified, sent back to VRML scene

}

Figure 4. Script node interface between VRML and Java. This example tests event-based VRML-Java functionality.
Note shared events startTime, ChangedText and ChangedPosition. The following sequence of events occurs:

(0) Initialize method on Java side establishes links, sets trace text in 3D scene to intermediate value.

(1) User clickstracetext in 3D scene with mouse, activating the TouchSensor built-in eventOut touchTime,
which isROUTEd to trigger the Script node Eventln startTime, which in turn invokes the processEvent()
method in the corresponding Java class. Changed values for text and position are calculated by the Java
class and then returned to the Script node as eventOut values.

(2) ChangedText eventOut sent toMessageT oUser text node, setstracetext in 3D sceneto final messagevalue.

(3) ChangedPosition eventOut sent to TextPosition Transform node, moving trace text to bottom of scene.

Example: field-based control. An alternative to event passing via ROUTEs is to pass referencesto VRML
nodes asvaluesfor fieldsin the Script node. In effect, Java gainsdirect control of VRML nodes and fields, rather than
sending or receiving event messagesto set/get values. Upon initialization, the Javaclassinstantiatesthenodereference
asalocal variable. During subsequent invocations the Java class can read or modify any referenced field in the scene
graph directly, without using ROUTES. A second example follows which demonstrates the exact same functionality
as the preceding example, but uses field-based control instead of events and ROUTEs. Figure 5 shows how nodesin
the VRML scene arefirst defined, then passed as parametersto the Java class. The field-based exampleis available

via www.stl.nps.navy.mil/~brutzman/vrml/examples/course/ScriptNodeFieldControl.wrl

and

ScriptNodeFieldControl.java
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}

Figure5. Field interface between VRML and Java. Thisexampletestsfield-based VRML-Java functionality. Note
shared event startTime, and shared fields ChangedText and ChangedPosition. Operation of this exampleis similar
to Figure 4, except that the Java class directly manipulates VRML nodes viafieldsinstead of sending events.

Script interface performance hints. Two authoring hintsare provided asfieldsin the Script nodefor potential
browser optimization: mustEvaluate and directOutput. In thefirst example (event-based control), mustEvaluateis set
to FALSE as an author hint allowing the browser to postpone event passing until convenient, in order to optimize
rendering. Similarly, the author hint directOutput is set to FALSE since the script only passes events and doesn't
modify VRML nodesdirectly. Inthe second example (field-based contral), the opposite valuesare used. Sincevalues
in the scene graph might be modified by the script directly (i.e. without notifying the browser via ROUTE activity),
the hint field mustEvaluate is set to TRUE and the browser can't delay event passing as a performance optimization.
Similarly, directOutput is set to TRUE to indicate that the script can modify VRML nodes directly viafield control.
If asceneusesboth event and field control, the safest approach isto keep both val ues set to TRUE to maximize browser
responsiveness to script actions.

Browser interface. Javaviathe Script node is provided a variety of methods to interact with the host Web
browser. getName and getVersion provide browser identification information. getWorldURL provides a string
containing the original URL for the top-level VRML scene. setDescription resets the top-level page heading.
getCurrentSpeed and getCurrentFrameRate show user navigation and window redraw speeds. An author’s Java
program can also create and insert VRML source code (including nodes, PROTOs and additional ROUTES) at run
time. Java modifies VRML in the scene using the replaceWorld, createéVrmlFromString, createVrmlFromURL,
addRoute, del eteRoute, and loadURL methods. Va uable examples demonstrating these techniques appear throughout
the public-domain JVerge class libraries, which provide a complete Java APl mirroring all VRML nodes. JVerge
accomplishes scene graph changes by sending modifications through the browser interface (Couch 97) (Roehl 97).

Futurelanguage interfaces. JavaviaVRML’s Script nodeiswell specified and multiple compliant browsers exist.
Other interfaces are also on the horizon which can further extend Java-VRML functionality. Details follow.
External Authoring Interface (EAI). Rather than provide Java connectivity from “inside” the VRML scene
viathe Script node, the EAI defines a Java or Javascript interface for external applets which communicate from an
“external” HTML web browser (Marrin 97). EAI applets can pass messagesto and from VRML scenes embedded in
an HTML page. Much of the browser interfaceis similar but somewhat different semantics and syntax are necessary
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for event passing and flow of control. The primary benefit of the EAI isthe ability for direct communications between
the encapsulating HTML browser and the embedded VRML browser. The EAI will likely be proposed as an official
extension to VRML 97. A next-generation Java-VRML working group is examining additional capabilities and
possibly unifying the EAI with the Script node classes, for consideration in future versions of VRML.

Java3D. Sun has recently released the Java3D class library for 3D graphics programming (Deering 97).
Java3D isan API, providing aprogramming interfacefor 3D that isanal ogousto the Abstract Window Toolkit (AWT)
for 2D graphics. Java3D programs are saved as Java byte codes, not as a moddling format. Although Java3D is
expected toincludealoader capabl e of importing and exporting VRML geometry, it isnot yet clear whether the Java3D
event model will be ableto smilarly import and export VRML events. Public availahility of the Java3D classes adds
anumber of new toolsfor Java programmersinterested in VRML scene authoring. A VRML-Java3D working group
is exploring usage conventions for interoperability, and also prototyping possible specification changes. Further
unification of these already-complementary approaches holds tremendous promise.

Example Java-VRML research. Programming Java in combination with VRML

VRML provides great expressive power. Simply illustrated in Figure 6, this combination of
3D modd capabilities appears sufficient to provide ageneral entity model. VRML providesthe 3D
rendering and dynamic interaction capabilities, while Java provides general computation

- capabilities and network access. A variety of example projects follow.

Java Multi-user server worlds. A number of research laboratories and commercial
) companies are producing networked games and shared worlds that utilize centralized
computation serversto share data among multiple participants. Thisalternative approach can reliably
= = scale to several hundred participants. An extensive example that builds such a world
< = » appearsin (Roehl 97).

N Internet g Networking. In order to scale to many simultaneous users, peer-to-peer
L interactions are necessary in addition to client-server query-response. As one example,
connectivity the| EEE 1278.1 Distributed Interactive Simulation (D1S) protocol isawell-specified way
< > to pass entity behavior such as position, orientation, collision, fire/detonate and other
Figure 6. 3D, computation Message types. Use of multicast networking enables scalable many-to-many
and network accessprovide communications, avoiding server bottlenecks. DIS is particularly effective at
ageneral entity model. communicati ng p_hysics info_rmation at_ interaqive rat@ in res_al time. The di_s—j ava-yrml
working group isimplementing a public-domain DISlibrary in Javafor usein multiple-

entity VRML worlds, available via www.stl.nps.navy.mil/dis-java-vrml

Physicsof motion. Displaying realisticentity motion requiresproperly modeling theunderlying physicswhich
govern entity equations of motion. Much work has been doneto in the graphics and robotics communities to produce
kinematic (velocities only) and dynamic (forces, accelerations) models for many different types of entities. Such
models typically range from three to six spatial degrees of freedom (X, y, z, roll, pitch and yaw). The NPS Phoenix
autonomous underwater vehicle (AUV) hydrodynamics model provides a perhaps-worst-case example how
computationally demanding physical responses can becalculated in real time (10 Hz or better on aPentium processor).
NPS AUV softwareis available at www.stl.nps.navy.mil/~auv. Eventually we expect that interface conventions will
emerge and physics libraries for most entity types will be widely available. A particularly appealing feature of such
an approach isthat computational load isdistributed evenly, with each entity responsiblefor its own physical response
calculations. Conventionsfor kinematic human body animation are already under devel opment by the h-anim working
group at ece.uwater|oo.ca/~h-anim/.

Sound. Computational requirements for spatial audio rendering are also demanding. VRML provides a
simple sound node which localizes sound clips with their corresponding geometry. Widespread work in streaming
audio isbeginning to provide rel atively low-bandwidth protocol s with adequate sound quality and scalability. Further
work in spatialized audio is beginning to show that advanced techniquesfor aural rendering are becoming possibleon
desktop machines. Further information is available via the Sound in Interactive Environments (SIE) mailing list at
WWW.CS.nps.navy. mil/peopl e/phd/storms.

vrtp. Finally, as the demanding bandwidth and latency requirements of virtual environments begin to be
exercised by VRML and Java, some client-server design assumptions of the HyperText Transfer Protocol (http) may
no longer be valid. Users won't be satisfied with network mechanisms that break down after a few hundred players.
A spectrum of functionality is needed on each desktop which includes client, server, peer-to-peer and network
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monitoring. Our research group is building a Virtual Reality Transfer Protocol (vrtp) to better take advantage of
availabletransport-layer functionality for VRML and overcome bottlenecksin http. Experimentation and quantitative
evaluation are essential to develop the next-generation code needed for diverse inter-entity virtual environment
communications.

Next steps. A great deal of implementation work isnow in progress. The best news: VRML and Java are powerful
software languages for 3D modeling, general computation and network access. They arewell matched, well specified,
openly available and portable to most platforms on the Internet. VRML scenesin combination with Java can serve as
the building blocks of cyberspace. Building large-scale internetworked worlds now appears possible. Using VRML
and Java, practical experience and continued success will movethefield of virtual reality past speculative fiction and
isolated idlands of research onto desktops anywhere, creating the next-generation Web.
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MBone Provides Audio and Video Across the Internet

Michael R. Macedonia and Donald P. Brutzman
Naval Postgraduate School

Researchers have produced the Multicast Backbone, which provides
audio and video connectivity from outer space to under water -- and
virtually everyplace in between. Anyone can use it.

The joy of science is in the discovery. In March 1993, our group at the Naval Postgraduate School
heard that the Jason Project, an underwater exploration and educational program supported by
Woods Hole Oceanographic Institution in Massachusetts, was showing live video over the Internet
from an underwater robot in waters off Baja, Mexico. We worked furiously to figure out how to
receive that video signal, laboring diligently to gather the right equipment, contact the appropriate
network managers, and obtain hardware permissions from local bureaucrats. After several days of
effort, we learned that a satellite antenna uplink cable on the Jason support ship had become
flooded with seawater a few hours before we became operational.

Despite this disappointment, we remained enthusiastic because, during our efforts, we discovered
how to use the Internet’s most unique network, MBone. Short for Multicast Backbone [1], MBone

is a virtual network that has been in existence since early 1992. It was named by Steve Casner [1]
of the University of Southern California Information Sciences Institute and originated from an effort
to multicast audio and video from meetings of the Internet Engineering Task Force. Today,
hundreds of researchers use MBone to develop protocols and applications for group communication.
Multicast provides one-to-many and many-to-many network delivery services for applications such
as videoconferencing and audio where several hosts need to communicate simultaneously.

This article describes the network concepts underlying MBone, the importance of bandwidth
considerations, various application tools, MBone events, interesting MBone uses (see the two
sidebars), and provides guidance on how to connect your Internet site to the MBone.

Multicast networks

Multicasting has existed for several years on local area networks such as Ethernet and Fiber
Distributed Data Interface. However, with Internet Protocol multicast addressing at the network
layer, group communication can be established across the Internet. IP multicast addressing [2] is an
Internet standard (Request For Comment 1112) developed by Steve Deering [3] of the Xerox Palo
Alto Research Center and is supported by numerous workstation vendors, including Sun, Silicon
Graphics, Digital Equipment Corporation, and Hewlett-Packard. Categorized officially as an IP

Class D address, an IP multicast address is mapped to the underlying hardware multicast services of
a LAN.
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MBone and Distance Learning at the Naval Postgraduate School
Mike McCann, NPS Visualization Laboratory

In March 1993, the W.R. Church Computer Center at the Naval Postgraduate School dedicated a Sun Sparcstation 2 to
act as a Multicast Backbone (MBone) router for the campus and the Monterey Bay research community. This roliter and
an IP-encapsulated tunnel from Stanford University provides the NPS backbone with real-time audio, video, and gther
MBone data feeds.

The MBone is an excellent tool for those doing research in networks and video teleconferencing technology. Althgugh it
is not generally thought of as "ready for prime time" (audio dropouts may be frequent and video, at best, is only 3
frames per second over the Internet), NPS successfully used it to provide training in Cray Fortran optimization from the
National Center for Atmospheric Research in Boulder, Colorado.

Five people who would not have been able to afford to travel to Boulder remotely "attended" the three-day training
course at the NPS Computer Center’s Visualization Laboratory. For the session, students -- including myself -- epjoyed
two-way audio and video between the classroom at NCAR and the lab at NPS, and could ask questions of the NCAR
instructor over the network. Advance preparation, good audio, and a camera operator in the NCAR classroom ggve us a
real feeling of presence in Boulder. "It was just like being there,” one of my classmates said.

Paul Hyder of NCAR was instrumental in helping set up a direct "backup" tunnel between NPS and NCAR, where the
slowest link is the T1 line between NPS and Stanford. During the course, there was only one 30-minute period of
broken-up audio. We later determined that this interruption was caused by congestion on NCAR'’s Ethernet LAN.| For
much of 1993, the NPS Visualization Lab loaned a Sun Sparcstation 10 to the Monterey Bay Aquarium Research
Institute for testing and incorporation into the live audio/video link to the research ess#lLobosand the remotely

operated vehicl&entanathat explore the Monterey submarine canyon each day (see Figure 2). Local researchers
oceanography, virtual reality, and autonomous underwater vehicles continue to take advantage of the collaboratig
opportunities that this technology makes possible.

n

>

It might not be too long before MBone enables us to videoconference with a classroom or a colleague half way afound
the world -- directly from our desktop workstations.

Two things make multicasting feasible on a worldwide scale:
(1) installation of high bandwidth Internet backbone connections, and
(2) widespread availability of workstations with adequate processing power and built-in
audio capability.

The reason MBone became a virtual network is that it shares the same physical media as the
Internet. It uses a network of routers (mrouters) that can support multicast. These mrouters are
either upgraded commercial routers, or dedicated workstations running with modified kernels in
parallel with standard routers.

MBone is augmented by "tunneling,” a scheme to forward multicast packets among the islands of
MBone subnets through Internet IP routers that (typically) do not support IP multicast. This is

done by encapsulating the multicast packets inside regular IP packets. As installed commercial
hardware is upgraded to support multicast traffic, this mixed system of specially dedicated mrouters
and tunnels will no longer be necessary. We expect that most commercial routers will support
multicast in the near future, eliminating the inefficiencies and management headaches of duplicate
routers and tunnels.
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Bandwidth constraints

The key to understanding the constraints of MBone is thinking about bandwidth. The reason a
multicast stream is bandwidth-efficient is that one packet can touch all workstations on a network.
Thus, a 128-kilobit per second video stream (typically 1-4 frames per second) uses the same
bandwidth whether it is received by one workstation or 20. That is good. However, that same
multicast packet is ordinarily prevented from crossing network boundaries such as routers. The
reasons for this current restriction are religious and obvious from a networking standpoint. If a
multicast stream that can touch every workstation could jump from network to network without
controls, the entire Internet would quickly become saturated by such streams. That would be
disastrous! Therefore, controls are necessary.

MBone can control multicast packet distribution across the Internet in two ways:
(1) It can limit the lifetime of multicast packets, and
(2) It can use sophisticated pruning algorithms to adaptively restrict multicast transmission.
This is being tested.

Responsible daily use of the MBone network consists merely of making sure you don’t overload
your local or regional bandwidth capacity. MBone protocol developers are experimenting with
automatically pruning and grafting subtrees, but for the most part MBone uses thresholds to
truncate broadcasts to the leaf routers. The truncation is based on the setting for the time-to-live
(ttl) field in a packet that is decremented each time the packet passes though an mrouter. A ttl
value of 16 would limit multicast to a campus, as opposed to values of 127 or 255, which might
send a multicast stream to every subnet on the MBone (currently about 13 countries). A ttl field is
sometimes decremented by large values under a global thresholding scheme provided to limit
multicasts to sites and regions if desired.

These issues can have a major impact on network performance. For example, a default video
stream consumes about 128 Kbps of bandwidth, or nearly 10 percent of a T1 line (a common
site-to-site link on the Internet). Several simultaneous high-bandwidth sessions might easily
saturate network links and routers. This problem is compounded by the fact that general-purpose
workstation routers that MBone typically uses are normally not as fast or robust as the dedicated
hardware routers used in most of the Internet.

Networking details

When a host on an MBone-equipped subnet establishes or joins a common shared session, it
announces that event via the Internet Group Management Protocol. The mrouter on the subnet
forwards that announcement to the other mrouters in the network. Groups are disbanded when
everyone leaves, freeing up the IP multicast address for reuse. The routers occasionally poll hosts
on the subnets to determine if any are still group members. If there is no reply by a host, the
router stops advertising that host’s group membership to the other multicast routers. MBone
routing protocols are still immature and their ongoing design is a central part of this network
experiment. Most MBone routers use the Distance Vector Multicast Routing Protocol, which some
network researchers commonly consider inadequate for rapidly changing network topologies
because routing information propagates too slowly [4]. The Open Shortest Path Working Group [5]
has proposed a Multicast extension to the Open Shortest Path link-state protocol that addresses this
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issue using an algorithm developed by Deering [5]. With both protocols, mrouters must
dynamically compute a source tree for each participant in a multicast group.

MBone is small enough that this technique is not a problem. However, some researchers speculate
that, for a larger network with frequently changing group memberships, these routing techniques
will be computationally inefficient. Research efforts on these issues are ongoing, since every
bottleneck conquered results in a new bottleneck revealed.

Topology and event scheduling

The MBone community must manage the MBone topology and the scheduling of multicast sessions
to minimize congestion. By the beginning of 1994, some 750 subnets were already connected
worldwide. Topology changes for new nodes are added by consensus: A new site announces itself
to the MBone mail list, and the nearest potential providers decide who can establish the most
logical connection path to minimize regional Internet loading.

Scheduling MBone events is handled similarly. Special programs are announced in advance on an
MBone event electronic mail list (for exampleem-conf@es.ndbr messages and
rem-conf-request@es.nfetr subscription requests) (see Tables 1 and 2). Advance announcements
usually prevent overloaded scheduling of Internet-wide events and alert potential participants.

Cooperation is key. Many people are surprised to learn that no single person or entity is
"in charge" of either local topology changes or event scheduling.

Protocols

The magic of MBone is that teleconferencing can be done in the hostile world of the Internet where
variable packet delivery delays and limited bandwidth play havoc with applications that require
some real-time guarantees. Limited experiments demonstrated the feasibility of audio over the
ARPAnet as early as 1973. However, only a few years ago, transmitting video across the Internet
was considered impossible. Development of effective multicast protocols disproved that widespread
opinion. In this respect, MBone is like the proverbial talking dog: It's not so much what the dog

has to say that is amazing, it's more that the dog can talk at all!

The key network concepts that make MBone possible are IP multicast and real-time stream delivery
via adaptive receivers. For example, in addition to the multicast protocols, many MBone
applications are using the draft Real-Time Protocol on top of the User Datagram Protocol and
Internet Protocol. RTP [6], being developed by the Audio-Video Transport Working Group of the
Internet Engineering Task Force, provides timing and sequencing services, permitting the
application to adapt and smooth out network-induced latencies and errors.

Related real-time delivery schemes are also being evaluated. The end result is that even with a
time-critical application such as an audio tool, participants normally perceive conversations as if
they are in real time. This is because there is actually a small buffering delay to synchronize and
resequence the arriving voice packets. Protocol development continues. Although operation is
usually acceptable in practice, many aspects of MBone are still considered experimental.
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Data compression

Other aspects of this research include the related needs to compress a variety of media and
optionally provide privacy through encryption. Several techniques to reduce bandwidth include
Joint Photographic Experts Group compression, wavelet-based encoding, and the ISO standard
H.261 for video. Visually, this translates to "velocity compression;” rapidly changing screen blocks
are updated much more frequently than slowly changing blocks.

Encodings for audio include Pulse Coded Modulation and Group Speciale Mobile (the name of the
standardization group for the European digital cellular telephony standard). Besides concerns for
real-time delivery, audio is a difficult media for both MBone and teleconferencing in general. This

is because of the need to balance signal levels for all parties, who may have different audio
processing hardware (for example, different microphones and amplifiers). Audio also generates lots
of relatively small packets, which are the bane of network routers.

Application tools

Besides basic networking technology, MBone researchers are developing new applications that
typify many of the goals associated with the information superhighway. Session availability is
dynamically announced using a tool callsed (session directory), which displays active multicast
groups (see Figure 1). Thsd tool also launches multicast applications and automatically selects
unused addresses for any new groups. Steve McCanne and Van Jacobson of the University of
California Lawrence Berkeley Laboratory developsst

Video, audio, and a shared drawing whiteboard are the principal MBone applications, provided by
software packages called (net video),vat (visual audio tool), andvb (whiteboard). The principal
authors of these tools are Ron Frederick of Xerox Palo Alto Research Centay, fand McCanne

and Jacobson forat andwb. Each program is available in executable form without charge from
various anonymous File Transfer Protocol sites on the Internet. Working versions are available for
Sun, Silicon Graphics, DEC, and Hewlett-Packard architectures, with ports in progress for
Macintosh. No DOS, 0S-2, Amiga, or Windows versions are available, although ported tools can
be found for 386 boxes running the (free) 386BSD Unix. Pointers to all public application tools
are included in the Frequently Asked Questions section [1]. Mirror FTP sites are available
overseas.

Additional tools are also available or under development. Winston Dang of the University of
Hawaii has creatednm (Image Multicaster Client), a low-bandwidth image server. It typically
provides live images of Earth from various geostationary satellites at half-hour intervals in either
visible or infrared spectra. Henning Schulzrinne of AT&T/Bell Laboratories develogedt a

network voice terminal providing multiple party conferences with a choice of transport protocols.
Eve Schooler of the Information Sciences Institute is part of a team developimgg a session
orchestration tool and multimedia conference control program. Mike Macedonia of the Naval
Postgraduate School, coauthor of this article, has created a multicast version of NPSNET [7], a 3D
distributed virtual environment that uses the IEEE Distributed Interactive Simulation (DIS)
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application protocol [8]. Stephen Lau of SRI International is experimenting with using graphics
workstation windows as image drivers. Kurt Lidl of UUnet Technologies, Falls Church, Virginia,

is working on a network news distribution application that uses multicast to reduce overall Internet
loading and expedite news delivery. (Their goal is 120 ms total propagation coast to coast -- which
is amazing since light takes about 16 ms to make that trip.)

Events

Many of the most exciting events on the Internet appear on MBone first. Perhaps the most popular
is NASA Select, the in-house cable channel broadcast during space shuttle missions. It's exciting
seeing an astronaut positioning another astronaut by the boots to repair a satellite -- live on your
desktop from 150 miles above the surface of the planet.

Conferences on supercomputing, the Internet Engineering Task Force, scientific visualization, and
many other topics have appeared -- often accompanied by directions on how to download
PostScript copies of presented papers and slides from anonymous FTP sites. Radio Free VAT is a
community radio station whose DJs sign up for air time via an automated server
(vat-radio-request@elxr.jpl.nasa.gov Xerox PARC occasionally broadcasts lectures by

distinguished speakers. Internet Talk Radio (Carl Malanmid@radio.con has presented talks

by US Vice President Al Gore, talk-show host Larry King, and others. Another new area is remote
learning, which can use MBone to bring expertise over long distances and multiply training
benefits. Finally, default MBone audio and video channels are provided so that new users can
experiment and get advice from more experienced users.
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Groupwork on groupware

The MBone community is active and open. Work on tools, protocols, standards, applications, and
events is very much a cooperative and international effort. Feedback and suggestions are often
relayed to the entire MBone electronic mail list. (As an example, the article you are reading was
previewed by that group.)

Cooperation is essential due to the limited bandwidth of many networks -- in particular,
transoceanic links. So far, no hierarchical scheme has been necessary for resolving potentially
contentious issues such as topology changes or event scheduling. Interestingly, distributed problem
solving and decision making has worked on a human level just as successfully as on the network
protocol level. We hope this decentralized approach will continue to be successful, even with the
rapid addition of new users.
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Remote science over the MBone during the Jason Project
Andy Maffei, Woods Hole Oceanographic Institution

—h

Jason/Medeas a remotely operated, dual-vehicle system developed by the Woods Hole Oceanographic Institution| for
underwater science and exploration. The Jason Foundation for Education uses this system as part of an annual Jason
Project expedition.

During 1993, more than 600,000 K-12 students were involved in the project via live satellite transmissions. Whilg prime
broadcast hours of the expedition focused on the project’s educational mission, an intense science program was
conducted on a concurrent round-the-clock basis. The EDS Corporation and the University of Texas at Dallas provided a
56 Kbps data circuit for the project. Running on a Sun Workstation, MorningStar PPP software established the Internet
connection with research vesdedney Chouesfrom which the vehicles were deployed. This Internet connection made a
transparent link with the multicast IP-based MBone. Although the lab experimented with multicast videoconferenging
tools such aswv andvat, our primary interest in using the MBone was to transmit experimental data and to support
shore-based models that depicted the positions and movement loditleg Chouesand the twolason/Medeaehicles.
This technology was used by several investigators collaborating on Jason science projects at different locations
throughout the US.

Both 2D and 3D models were developed at the Deep Submergence Laboratory for use on Sun and Silicon Graptics
workstations. Software packages to access these models, along with real-time MBone data, were available to anyone on
the MBone who wanted to try them out. As sonar surveys progressed during the expedition, data was transmitted back
to shore, and the detailed models were updated and then distributed over the Internet.

A workstation on board theaney Chouesgenerated multicast packets containing navigation and attitude informatiop for
the three vehicles. These packets were distributed in real time over the MBone so users running the modeling software
could watch a graphic display dasonprowling real seafloor features as scientists investigated seamounts, thermal
plumes, and the area’s unique ecology. In addition to vehicle information, experimental data variables (such as
temperatures) were multicast on the MBone. Scientists and other interested users could write programs to read these
experimental values, watch the models evolve, and get immediate feedback on progress being made during diffefent
experiments.

From the accounts of participating researchers, MBone use enhanced the science carried out during the cruise. However,
since we spent a lot of time supporting specific experiments, we were unable to spend much time helping other interested
MBone users get models up and running at their own sites. This was the first time we used multicast IP during an
experiment, but we nevertheless learned a great deal. Such unique experiments demonstrate the value of other science-
based tools, in addition to more generic videoconferencing applications.

For additional information, contact Andy Maffei at Woods Hole Oceanographic Institution, Deep Submergence
Laboratory, Woods Hole, MA 02543.

Cost of admission

The cost of equipment is often relatively low, but to get on MBone, you need the willingness to
study and learn how to use these new and fast-moving tools, you need bandwidth, and you need
some hardware. NPS runs MBone tools on workstations connected via Ethernet (10 Mbps).
Off-campus links are via T1 lines (1.5 Mbps).

We found that bandwidth capacities lower than T1 are generally unsuitable for MBone video,

although some users -- sometimes entire countries! -- on specially configured networks have
managed to make the tools work at 56 and 64 Kbps.
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Given adequate network bandwidth, you next need a designated MBone network administrator.
Working part-time, it typically takes one to three weeks for a network-knowledgeable person to
establish MBone at a new site. Setup is not for the faint of heart, but all the tools are documented,
and help is available from the MBone list.

You should read the Frequently Asked Questions (FAQ) a few times, ensure that software tools and
multicast-compatible kernels are available for your target workstations, and subscribe to the mail

list in advance to enable you to ask questions and receive answers. Table 1 shows the various
worldwide MBone list subscription request addresses. After subscribing, review the FAQ.

Table 1. Electronic mail addresses for requesting addition to the
MBone mail lists.

Electronic Mail Address

Mail List For Subscription Requests Region
mbone-eu: mbone-eu-request@sics.se Europe
mbone-jp: mbone-jp-request@wide.ad.jp Japan
mbone-korea mbone-korea-request@mani.kaist.ac.kr Korea
mbone-na: mbone-na-request@isi.edu North America
mbone-nz: mbone-nz-request@waikato.ac.nz New Zealand
mbone-oz: mbone-oz-request@internode.com.au Australia
mbone-sg: mbone-sg-request@Ilincoln.technet.sg Singapore
mbone: mbone-request@isi.edu Others
rem-conf: rem-conf-request@es.net Worldwide
Table 2. Electronic mail addresses for putting messages on the

mailing lists.

Electronic Mail Address
Mail List for Posting Messages Purpose
MBone mbone@isi.edu Network

configuration and
tool development

rem-conf rem-conf@es.net Conference
announcements and
general discussion

These tools can also work in isolation between workstations on a single LAN without an mrouter.
We recommend that you test the application tools locally in advance (before going through the
dedicated mrouter effort) to see if they are compatible with your system and match your
expectations.

To receive multicast packets on your LAN, you will need to configure an mrouter. This can be
either a single workstation on a LAN, or a host dedicated as a parallel mrouter. A nondedicated
single workstation can receive and pass multicast to its LAN neighbors, but this arrangement can
place double MBone traffic on that LAN.
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A more practical approach is to dedicate an old unused workstation as an mrouter and equip it with
two Ethernet cards, which are needed so this mrouter can act independently and in parallel with
your standard IP router. (NPS uses both approaches.) After deciding on your mrouter
configuration, obtain and load the application software tools. You are now ready to put multicast
on your LAN.

Once connected, you should pass along any lessons learned to the tool authors or the MBone list.
When the opportunity presents itself, show your overall network site administrator something
spectacular on MBone (such as a live space walk) and make sure your site is budgeting funds to
increase your network bandwidth.

Demands on network bandwidth are significant and getting more critical. You might consider
Tengdin’s First (and Only) Law of Telecommunications: "The jump from zero to whatever baud
rate is the most important jump you can make. After that, everyone always wants to go straight to
the speed of light."

Caveats aplenty

Problems still exist and a lot of work is in progress. The audio interface takes coaching and
practice. Leaving your microphone on by mistake can disrupt a session since typically only one
person can be understood at a time. You will need a video capture board in your workstation to
transmit video, but no special hardware is needed to receive video. One-to-four frames per second
video seems pretty slow (standard video is 30 frames per second), but in practice it is surprisingly
effective when combined with phone-quality voice. There is one big danger: One user blasting a
high-bandwidth video signal (greater than 128 Kbps) can cause severe and widespread network
problems. Controls on access to tools are rudimentary and security is minimal; for example, a local
user might figure out how to listen through your workstation mike (unless you unplug it). Audio
broadcast preparations are often overlooked but can be just as involved as video broadcast
preparations. Network monitoring tools are not yet convenient to use. There is no guaranteed
delivery: Lost packets stay lost. Internet bandwidth is still inadequate for MBone in many
countries.

On one occasion, an unusual topology change at NPS caused a feedback loop that overrode the
NASA Select audio track. Although plenty of people were willing to point out the symptoms of

our error, it was not possible for the rest of the network to cut off the offending workstation
cleanly. More situations will undoubtedly occur as MBone developers and users learn more.
Unpleasant surprises usually trigger a flurry of discussion and a corresponding improvement in the
tools.

Expect to spend some time if you want to be an MBone user. It is time-consuming because
learning and fixing are involved and because it is lots of fun!

It is not every day that someone says to you, "Here is a multimedia television station that you can

use to broadcast from your desktop to the world." These are powerful concepts and powerful tools
that extend our ability to communicate and collaborate tremendously. They have already changed
the way people work and interact on the net.
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ABSTRACT

We describe a network software architecture for solving the problem of scaling very large distributed simulations.
The fundamental idea is to logically partition virtual environments by associating spatial, temporal, and functionally
related entity classes with network multicast groups. We exploit the actual characteristics of the real-world large-scale
environments that are simulated by focusing or restricting an entity’s processing and network resources to its area of
interest via a local Area of Interest Manager (AOIM). Finally, we present an example of how we would implement
this concept for ground vehicles. We have begun design and construction of the AOIM for use with the NPSNET 3D
vehicle simulator. NPSNET is currently the only Distributed Interactive Simulation (DIS) protocol compliant
simulator using IP Multicast communications and is suitable for operation over the Internet.

KEYWORDS: Virtual Reality, Distributed Interactive Simulation, Internet Protocol Multicast, Distributed
Interactive Entertainment, Large-scale Virtual Environments.

NETWORKED VIRTUAL WORLDS

The development of multi-user networked virtual worlds has become a major area of interest to the graphics
community. The realization of high bandwidth wide area communications, the success of World Wide Web
applications such as the National Center for Supercomputing Application’s Mosaic browser, and government funding
of Distributed Interactive Simulation (DIS) has fueled the desire to expand networked virtual worlds beyond local
area networks. However, the Internet has proved a challenging environment for real-time applications such as
interactive virtual worlds and multimedia.

Our group has been motivated to expand the capabilities of simulations and virtual environments (VES) by exploiting
multicast networks to serve medium to large numbers (more than 1,000) of simultaneous users. In particular,
distributed interactive entertainment applications such as multiplayer games, whether in-home or location-based, will
require scalable network architectures in order to provide both rich environments and profitable returns. This paper
outlines the problems of scaling the most influential 3D distributed VE architectures, DIS and SIMNET, and our
work in developing a solution to the design and construction of large-scale distributed simulations. In particular this
paper addresses the networking software architecture for large-scale virtual environments (VES).

Computer graphics applications are fundamentally concerned with visual bandwidth, i.e. the transfer of visual
information to a human user. Visual bandwidth factors include image complexity, rendering speed, interaction latency
and computational complexity. In this paper we examine how distributed applications can best exploit global network
connectivity in order to drive the visual bandwidth of interactive 3D graphics for large-scale virtual environments.



PRACTICAL PROBLEMS WITH THE DIS PROTOCOL

Advances in computer architectures and graphics, as well as standards such as the IEEE 1278 Distributed Interactive
Simulation (DIS) and BBN SIMNET protocols have made small scale (today, less than 300 interactive players)
realistic man-in-the-loop simulations possible [1]. These standards have been used by the military for several years.
Unfortunately, SIMNET, which was developed for small unit training, and its descendant, DIS, are currently not
suitable for large-scale multiplayer VEs.

The following is a list of several major problems associated with scaling the current suite of DIS protocols in order to
illustrate the difficulties of building large-scale VEs:

Enormous bandwidth and computational requirements for large-scale simulationn schemes such as SIMNET

and DIS, a simulation with 100,000 players could require on the order of hundreds of megabits per second of network
bandwidth to each computer participating in the simulation, an unrealistic requirement for an affordable system in
this decade. Maintaining the state of all other entities, particularly with dead-reckoning algorithms (which use
second-order kinematics equations), will be a major bottleneck for large-scale simulation. Recent experiences with
the U.S. Army’s Synthetic Theater of War (STOW) exercises have shown this to be the case [10].

Faster computers and networks will not necessarily satisfy these needs. First, faster networks require faster
processors merely to copy packets from the network into user space even before the application touches the protocol
data unit (PDU). Second, the creeping demand for more realism (i.e. collision detection and constraint satisfaction)

will introduce a rapid rise in computational and spatial complexity with even modest size VEs [5].

We conjecture that on the order of 1000 entities are the upper bound limit to which a single host can realistically
manage in real-time despite future advances in computer and graphics architectures because of computational
complexity.

Multiplexing of different media at the application layer. The current DIS protocol requires the application to
multiplex and demultiplex different types of real-time data (e.g. simulation packets, audio, and video) at the
application layer rather than at the network or transport layers. Therefore, the virtual environment must treat
continuous video streams identically to bursty simulation traffic, i.e. through allocation of buffers and timing at the
application layer.

Lack of an efficient method of handling static objectsLarge numbers of static entities such as bridges and
buildings may change with respect to an event (e.g. an explosion). These and other stationary objects must send
update messages at regular intervals to inform the participants of their current state. For example, a tank that has been
destroyed must constantly inform the world that it is dead to inform new entrants or other entities that may have
missed the original state change message.

Models and world databases must be replicated at each simulatdio mechanism in DIS exists to distribute

objects on demand. For large-scale simulation this is a necessity, particularly when the simulators are heterogenous,
controlled by different organizations, and minimal coordination is expected prior to an exercise. Furthermore, it is
neither feasible nor efficient for each simulator to store every model and database for a 100,000 entity simulation. For
example, a human simulation (e.g. a dismounted infantryman) on land normally does not need to concern itself with
naval vessels, unless some unique scenario has the human near enough to the ocean so that it is visible.

REASONS FOR PROBLEMS

Event and State message paradigm basic requirement for DIS has been that the simulation of the VE must be, as

a whole, stateless -- data is fully distributed among the participating hosts and entities are semi-persistent. Therefore,
every entity must be made aware of every event (e.g. a missile detonation communicated by a Detonation Protocol
Data Unit or DPDU) just on the chance it may need to know it. According to the protocol, an entity must, on a regular
basis, communicate all of its state information (an Entity State Protocol Data Unit or ESPDU) to every member of the
group - even though the data contained in the ESPDU is often redundant and unnecessary (e.g. aircraft markings).
More importantly, these “keep alive” ESPDU messages can comprise 70% of the traffic for large-scale simulations.



This paradigm as applied in DIS does not take into consideration that different simulated systems have different real-
world sensing capabilities that translate into each entity’s VE data requirements. In a large VE, it is unlikely that two
entities representing ground vehicles separated by 200 km need to be aware of each other. Yet, under the current
architecture they must inform each other of state changes and updates.

The rationale for this is to avoid the reliability problems of a central server, to simplify communication protocols, and
minimize latency while guaranteeing that hosts entering a simulation would eventually build their entity database
through entity state and event messages. Furthermore, the use of broadcast ESPDU updates is part of the effort to
maintain consistent view among the simulators within a particular tolerance.

Real-time system trade-off's.Reliability (quarantees that data sent is received) normally is compromised for real-
time performance in large distributed groups. This is because in order to be truly reliable the system requires the use
of acknowledgment schemes such as the one used in Transport Control Protocol (TCP) which defeats the notion of
real-time, particularly if a player host must establish a virtual connection with every other entity host to ensure that
each received data correctly. Therefore, large-scale environments must rely on connectionless (and therefore
unreliable) network protocols such as the User Datagram Protocol (UDP) for wide-area communications.

The corollary is that a real-time environment should avoid transactions between individual entities since this requires
reliable communications. Furthermore, schemes that use a central database do not work well in a large VE due to I/O
contention. For example, AT&T’s Imagination network limits the number of concurrent players in a game to four
because they are centrally served and bandwidth is limited to the speed of modems (less than 28 Kbps).

No “middleware” layer. There does not exist a DIS protocol component that mediates between distributed VE
applications and the network. The current DIS paradigm implies the use of a bridged network because every message
is broadcast to every entity. However, internetworking (routing over the network layer) is necessary for large-scale
simulations because it provides the capability to use commercial services as opposed to private networks to bring
together diverse, geographically dispersed sites; use different local network topologies and technologies (e.g.
Ethernet and FDDI); and take advantage of “rich” topologies for partitioning bandwidth, providing robustness and
optimization of routes for minimizing latency. Confining DIS to the data link layer requires the use of bridges which
are an order of magnitude slower to reconfigure after a topological change than routers while the number of stations
are limited to the tens of thousands. A network with routers is limited to the numbers accommodated by the address
space.

Origins as small unit training systems for Local Area Networks (LANs)Many of these problems devolve from

the fact that until recently DIS and SIMNET were used exclusively for small scale training simulations. In this mode

it has been relatively easy to insure that the VE components have homogenous sets of models and terrain databases
by replicating them at each host. The lack of middleware stems from the monolithic nature of these small scale
environments which could be distributed using a single LAN. Hamoadcastcommunication was sufficient for

these limited environments.

These origins have also influenced the current assumptions about the density and rates of activity of entities in large-
scale simulations that do not necessarily match the real world. Players in SIMNET participated for short periods
(several hours) and were highly active because the purpose of the simulation was to train crews in coordinated drills.
Furthermore, the density of entities with respect to the simulated area of play was high because that best represented
a small unit engaged in close combat and because of the difficulty in using large terrain data bases.

The SIMNET experience contrasts sharply with real large-scale exercises. Figure 1 depicts the location of some of
the 2191 entities from an actual combat training scenario at the U.S. Army National Training Center (NTC), Ft.
Irwin, CA and replayed in the Janus Combat Model. Our analysis from this exercise showed that in the ten hours of
total maneuver, one third of the vehicles did not move. As the exercise progressed, over half of the vehicles became
disabled and stopped all movement. Furthermore, 60% of the terrain was outside the detection range of all the
vehicles.



Figure 1. Anarmored brigade in the attack at the National Training Center, Ft. Irwin,
CA. The area is 60 x 50 km. Friendly vehicles are blue; enemy vehicles are red.

EXPLOITING REALITY

Increasing the number of entities by more than two orders of magnitude requires us to think beyond these artificial
situations. We believe that it is incorrect to strictly extrapolate the SIMNET and DIS experience (or any of the small-
scale research VES) to large-scale VEs. Moreover, large VEs are likely to be domain specific in their requirements.
We can exploit aspects of the real-world such as areas of interest and movement rates to efficiently use multicast
groups, eliminate ESPDU keep-alive updates, enhance the reliability of large-scale VEs, and reduce overall
bandwidth requirements.

In the real world, which virtual environments emulate, entities have a limited area of interest. For example, a tank on

a battlefield can effect and observe other entities out to a range of less than 4 km. On the other hand, a person on foot
typically has an area of interest of only several hundred meters. This would be the case for a dismounted infantryman
or a human simulated for a typical role-playing adventure game. The entities whose areas of interest overlap are
members of apatial classor group in the VE.

With respect to the military domain, group membership within these classes would change relatively slowly.
Helmbold in his study on the rates of advance rates for land operation found that land combat operations stand still
90-99% of the time [2]. The worlds record for aggregate movement in modern warfare was 92 km/day for 4 days (or
about 6 km/hour) by the 24th Mechanized Infantry Division in Desert Storm [3]. Individual vehicles may move much
faster, but they would not continue at high rates very long because they fight as part of units in which movement must
be coordinated.

RELATED WORK

The partitioning of virtual worlds into spaces is a common metaphor for VEs. Multi-User Dungeons (MUDs) have
used this idea and projects li#epiterfrom Xerox PARC have extended this to associating “rooms” with multicast
video and audio teleconferences [7]. Benford has described a concept for the spatial interaction of objects in a large-
scale VE [8]. The spatial model uses different levels of awareness between objects based on their relative distance
and mediated through a negotiation mechanism. An implementation using DIVE (Distributed Interactive Virtual



Environment) uses “standard VR collision detection” to determine when the transitions between awareness levels
should occur [9]. The MASSIVE project also uses this approach. However, the need for collision detection, reliable
communication, and strong data consistency have made it difficult for DIVE and MASSIVE to scale beyond a
handful of users [8]. This may be changing as their developers pursue the use of multicast communications and
weaker data consistency.

APPROACH

Our approach is computationally efficient--constant time ve@glogy n) for simple collision detection using octrees
or bounding volumes--and takes advantage of multicast networks for partitioning the environment [4]. Additionally,
we consider two other criteria for establishing relevance among entities and their communication in the VE.

Entities also may belong tofanctional classn which an entity may communicate with a subset of entities.
Therefore, simulated radio traffic should be restricted only to the interested parties of the group. Other types of
functional classes could be related to system management or services such as time synchronization.

Another example of a functional class in the military domain would be a VE “air control” group. The group would
include entities that are primarily concerned with entities or events occurring in the air. Therefore, air defense and
aircraft entities would comprise the majority of the group. Aircraft and air defense systems are relatively sparse in the
whole as compared to other combat systems such as tanks. Air defense systems would also belong to a small subset of
the spatial class. Aircraft which are interested in a particular area of ground can “focus” and join a spatial group
associated with its area of interest.

Finally, entities can belong totamporal classFor example, some entities do not require real-time updates of all

state changes. A system management entity might only need updates every several minutes. Similarly, a simulator of
a space-borne sensor only needs a general awareness of ground vehicle entities and therefore can accept low-
resolution updates. When there is a need for more resolution, the simulator, like aircraft entities, can focus and
become part of a spatial group.

DIS AREA OF INTEREST MANAGER

We propose the use of a software “glue” between the DIS event and state PDU paradigm and the network layers that
is wedded to reality. The area of interest manager (AOIM) partitions the VE into a set of workable, small scale
environments or classes to reduce computational load on hosts, minimize communications on network tail links, and
localize reliability problems. Furthermore, the AOIM exists with every simulator to distribute partition processing
among hosts.

MULTICAST

The AOIM uses spatial, temporal, and functional classes for establishing membership in multicast network groups as
shown in Figure 2. Multicast services allow arbitrarily sized groups to communicate on a network via a single
transmission by the source. Multicast provides one-to-many and many-to-many delivery services for applications
such as teleconferencing and distributed simulation in which there is a need to communicate with several other hosts
simultaneously. For example, a multicast teleconference allows a host to send voice and video simultaneously to a set
of (but not necessarily all) locations. With broadcast, data is sent to all hosts while unicast or point-to-point routes
communication only between two hosts.

The Internet Group Management Protocol (IGMP) provides an addressing scheme for an unreliable, connectionless,
multicast service that is routable over the Internet [4]. From the perspective of the AOIM, IP Multicast allows the
creation of transient multicast groups that can be associated with an entity’s area of interest (AOI).

In this context, IP Multicast addresses can essentially be used as context labels instead of physical destinations.
Figure 3 shows this. Players X, Y, and Z send data to the IP Multicast group address 224.11.22.56 rather than
explicitly forwarding packets to each and every player. The network takes over this requirement. Players A and B
send and receive traffic relevant only to their group, 224.11.22.33, while C is a member of both and participates in
each session.
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Figure 2. Relationship between entity and multicast groups.

Player X Player B

m m m Multicast Group 224.11.22.3
mmsms  Multicast Group 224.11.22.56

Figure 3. Simple illustration of multicast communications. Groups are expressed as |IP Multicast Addresses. Note
that Player C is a member of both multicast groups

Therefore, multiplexing and demultiplexing is done at the network level. This naturally provides a way of separating
classes of traffic such as audio, video and simulation data. For example, the radio communications functional class
would be mapped to a particular multicast group address or “channel” group (Figure 4). Filtering of appropriate
multicast groups occurs in the network interface hardware and does not consume processor cycles.

As stated before, such partitioning is necessary to reduce the enormous computational requirements of large-scale
(100,000 player) simulations. For a 1000 object exercise conducted in 1990 with SIMNET, the limiting factor was not
network bandwidth, with loads running at 50%, but the local host processor performance.
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Figure 4. Military communication networks.

ASSOCIATIONS

To illustrate our ideas, we examine using the AOIM to associate spatial classes with multicast addresses. We suggest
for this example partitioning the VE with appropriately sized hexagonal cells. Each cell is mapped to a multicast
group. In Figure 5 we associate a vehicle with seven cells that represent its AOI. Hence, it is also a member of seven
network multicast groups. The entity’s host listens to all seven groups but, with two exceptions, it sends PDUs only to
the one associated with the cell in which it is located.

There are several reasons hexagons are used. First, they are regular, have a uniform orientation, and have uniform
adjacency. As the vehicle moves through the VE, it uniformly adds and deletes the same number of cells/multicast
groups. A vehicle’'s AOI is typically defined by a radius - much like signal of transmitter in a cellular telephone
system. If squares were used, we would either need to include more area than was necessary (and thus include more
entities in our AOI) or use smaller grids - requiring more multicast groups - and compute which grids the vehicle
should be associated with.

GROUP CHANGES

Entities can belong to several groups at a time to avoid boundary or temporal aliasing. There will likely be few group
transitions by a ground-based entity within an hour because, on average, groups of vehicles will move slowly relative
to the entire VE. If a vehicle was moving at the Desert Storm record advance rate, it would transition on average a
cell once an hour. The vehicle portrayed in Figure 5 must join and leave three multicast groups which are associated
with cells at the periphery of its AOI where change is less critical - ameliorating the effects of latency caused by
joining and leaving new groups. The outlined clear cells are removed and the outlined grey cells are added as the
entity transitions to a new cell.



Figure 5. Area of Interest for vehicle mapped to a subset of multicast groups.

We use group changes as an opportunity for database updates -- similar to a paged memory scheme -- in order to
eliminate regular ESPDU updates. We do this in a logical, distributed manner using knowledge about the age of
entities with respect to their particular group.

An entity joins a group as a passive or active member. Active members send as well as receive PDUs within the
group, are located in the cell associated with the group, and can become the group leader. Passive members normally
do not send PDUs to the group except when they join or leave. They are associated with the group because the cell is
within their AOI, yet they are not located within the cell.

When an entity joins a new group it notes the time it entered and isdogsRequesPDU to the cell group. The

PDU has a flag indicating whether it is active or passive. The group leader replie®uaiitteaPDU that references

the request and in turn multicasts a PDU containing a pointer to itself or another active entity. The new member sends
aData RequesPDU to the referenced source which issuBsta PDU containing the aggregate set of active entity
PDUs. A passive entity becomes an active member of a group by reissuillointiRequesPDU with a flag set to

active when entering a cell. Departures from the group are announcedlwélieaRequeftDU.

We use the oldest member of the group as the election method for group leader. We make use of timestamps to
determine the oldest member. The first active member of a group will issue several Join Request PDUs before
concluding that its is the sole member of the group and therefore the oldest. When a passive entity determines that
there is no leader, it merely listens for active members. A new active member of an established group issues a Join
Request PDU, receives the Data PDU, notes the join timestamps of the members, and keeps track of those who enter
and leave.

RATIONALE

The Data PDU may be sent reliably to the issuer of the Join Request PDU via a unicast protocol as a heavy-weight
object. With a large member distributed simulation, reliability, as provided in the Transmission Control Protocol
(TCP), would normally penalize real-time performance merely by having to maintain timers for each host'’s
acknowledgment. Moreover, flow control is also not appropriate for DIS since systems with humans in the loop can
recover from a lost state message more gracefully than from late arrivals. Fortunately, within the context of DIS, a
certain amount of unreliability is tolerable and is mediated through the use of the dead-reckoning and smoothing



algorithms. Other applications such as packet voice and video can use adaptive techniques to handle lost packets and
delays. However, we can reliably send the Data PDU because the entity will normally be joining a group that is at the
periphery of its AOI where latency is not as critical. Learning about new members of entity groups under the DIS
model takes at least five seconds while transiting through the VE to a new active group. Assuming sufficient
bandwidth, new entrant learning can take less than a one second under our architecture.

Furthermore, large-scale VEs will naturally have some degree of unreliability. Currently, an entire DIS simulation
involving hundreds of entities can fail due to a single rogue application because all communication is broadcast. In
the DIS exercises it has been possible for a malfunctioning device or application to “jam” the simulation. Partitioning
the VE into groups prevents problems from impacting on the entire simulation.

The AOIM can be run as a separate thread or process and eliminates the need to change current DIS PDU semantics.
The upper-level application simulating an entity is not required to have knowledge of the partitioning. Therefore,
many current DIS applications can be adapted to support this architecture.

COMMUNICATIONS MODEL

We conjecture that a large-scale real-time VE cannot guarantee strong data consistency and reliable communication
among all its participants simultaneously. Instead, four types of communication can be established which, used
together, allow stronger consistency than simply broadcasting state messages. They provide for a much richer world
through a mechanism for sending large objects reliably and supporting VE partitioning.

In our model there exists four methods for communication within the context of VEs:

Light-weight interactions. These messages are composed of the same state, event, and control PDUs used in the DIS
paradigm but implemented with multicast. They are light-weight because the complete semantics of the message are
encapsulated within the maximum transfer unit (MTU) of the underlying data link to permit asynchronous real-time
interactive use. Therefore, these PDUs are not segmented. They are either received completely or not at all because
they are communicated via connectionless and unreliable (unacknowledged data) networks. The MTU values are
1500 bytes for Ethernet and 296 bytes for 9600 Point-to-Point (PPP) links.

Network pointers. Proposed are light-weight references to resources, in a way similar to Uniform Resource Identifier
(URI) as defined in the Hypertext Transfer Protocol (HTTP). Pointers are multicast to the group so that they can be
cached by members. Therefore, common queries need not be resent and the server can direct responses to other
members of the group. We make a distinction between pointers and light-weight interactions (e.g. Join Request PDU)
because they do not completely contain an object but rather its reference. Pointers provide a powerful mechanism for
referencing not only the current aggregate state of the group but also terrain, model geometry, and entity behaviors
defined by a scripting language. In the context of the World-Wide Web (WWW), network pointers have
revolutionized Internet communication.

Heavy-weight objects. These objects require reliable, connection-oriented communication. For example, an entity
may require model geometry after joining a group that does not exist in its database. The entity would multicast a
request for the geometry and the response would be a multicast pointer to the source. The originating entity then
receives the heavy-weight object via a reliable network connection. If efforts such as the Virtual Reality Modeling
Language (VRML) are successful, heterogeneous systems may be able to exchange this type of information.

Real-time streams. Video and audio traffic provide continuous streams of data that require real-time delivery,
sequencing and synchronization. Moreover, these steady streams will be long-lasting, persisting from several seconds
to days. They are multicast on a particular “channel” to a functional class. In contrast with the current DIS protocol,
we propose the use of pointers which direct entities to these channels rather than forcing the VE (which may be as
simple as a text-based application) to receive both light-weight DIS PDUs as well as video streams. Moreover, the
VE can spawn a separate process which incorporates an adaptive receiver and thereby separates the handling of
bursty simulation message from real-time streams.



STATUS OF WORK

We have developed an IP Multicast version of the NPSNET-IV 3D vehicle simulator using a network library
developed by Paul Barham and John Locke that supports multiple threads and dynamic creation of multicast groups
[6]. Furthermore, we are incorporating the algorithms to support the AOIM and have developed a simulation to
predict and evaluate the results. NPSNET is widely used by universities, industry, and government for distributed
virtual environment research (Figure 6). NRL is using NPSNET to explore large-scale DIS. We are also collaborating
with Sarcos Inc. and the University of Pennsylvania to insert humans into VEs to support medical emergency and
soldier skill training.

Figure 6. Medic conducting first-aid in NPSNET

The multicast version of NPSNET has been successfully tested over the Internet with several sites including Naval
Research Laboratory (NRL), George Mason University, MIT, Sprint, Stanford Research Institute and the Rand
Corporation. We have also modified a version of the Modular Semi-Automated Forces (MODSAF) simulator
developed by Loral to support multicast for the generation of large numbers of simulated military vehicles and
aircraft.

SIMULATION
The simulation developed was used to examine these questions:

* Does partitioning using our architecture reduce bandwidth and computational requirements for large-scale VEs
as compared to the DIS model?
» Does the architecture scale and if so how well?



We were interested in the effect the behavior of entity distribution and maneuver had on our architecture --
particularly as compared to the current DIS broadcast scheme.The simulation was developed by collecting entity
behavior data from Janus, a large constructive model widely used by the US Army for research and training. The data
was based on a real-world military scenario (similar to one proposed for use in STOW 97) and actual large-scale
exercises at the NTC. After post-processing, we then took the military entity data and applied our partitioning
algorithms.

Our simulation using spatial partitioning shows that, in a military context, as the number of entities increase with our
architecture, the mean peak bandwidth was less than T-1 rates (Figure 7). The largest peaks are primarily caused by
the transfer of large data objects when entities transition among groups. This will be quite feasible over networks to
the home or office in the near future. For example, AT&T and Intel are planning to convert cable systems to provide
28 Mbps bandwidth to the home [11].
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Figure 7 Mean multicast (4 km hex) vs. broadcast traffic with 2191 entities

The AOI architecture takes advantage of the fact that it does not use entity keep-alives or heartbeats for new entrant
learning to reduce the bandwidth costs associated with them. Rather, new entrants are informed of the existence of
other entities during the Join procedure. Furthermore, assuming that entities are distributed across different subnets,
multicast association reduces the traffic demands on tail links by confining the scope of an entity’s communication to
its area of interest arichplicitly directing its traffic to a subset of hosts on the network.

Perhaps more important than ameliorating bandwidth costs, partitioning can reduce the amount of state that an entity
must maintain. The architecture, as opposed to the DIS model, scales with the increase in entities. For our simulation,
using the NTC data with four km radius’s hexes,rttaximurmumber of entities in an area of interest was relatively
constant at approximately 1800 entities as we increased the number of entities from 2191 to four times that amount
(Figure 8).This number probably represents the worst case with a mixture of tanks and light infantry with their
weapon systems and vehicles.

The peak number of entities using the architecture presents a feasible computationgllogeaver, we can reduce
the maximum AOI density by making our hexes smaller or reduce the impact by doing application level filtering.
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LIMITATIONS OF THE WORK

This work does not address all the problems of building large-scale VEs in a military environment. First, this
architecture may complicate developing secure environments because encryption devices may need to authenticate
every other device for each multicast address. Second, our work has not analyzed the impact of fast moving entities
such as aircraft. We conjecture that this will not be a major obstacle for a number of reasons. Most aircraft fly too
high or too fast to actually observe individual ground entities and therefore establish an association with them except
for air defense systems. In the case of a system like JISTARS which tracks ground vehicles, we suggest that it would
belong to the functional “air” group and could receive low rate Entity State PDUs from the temporal “all” group.

For example, all ground entities could send an ESPDU every time it had moved five km or every hour to the all
group. For fifty thousand entities this is roughly thirteen PDUs per second. Low flying aircraft like helicopters must
normally hover or circle to acquire a target and fly at a fifth the speed of fighters. Therefore, these aircraft can join the
spatial groups associated with their target area. These actions and the effects of other types of entity behavior needs
exploration.

Third, we did not directly consider network topology in our simulations. We need to determine whether this
architecture may be more appropriate for a network with many subnets with a single entity or host located at the site
versus one with a handful of subnets with hundreds of entities represented on each host. Our data suggests the former
and in the future we need to use models such as those being developed by NRL to examine this issue. We also need to
examine the impact of other partitioning methods such as functional partitioning. In particular, we have not tested the
impact of multimedia communication using this architecture though we have used voice and video in conjunction
with NPSNET.



CONCLUSION

This paper describes a concept that provides a network software architecture for solving the problem of scaling very
large distributed simulations. The fundamental idea behind our approach is to logically partition virtual environments
by associating spatial, temporal, and functionally related entity classes with network multicast groups. This is
accomplished by exploiting the actual characteristics of the real-world large-scale environments that are to be
simulated, and by focusing an entity’s processing and network resources to its area of interest via an Area of Interest
Manager.
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"MBone Unplugged"

how we created a wireless mobile television studio and multicast SIGGRAPH 95 world-wide over the Internet.

WHAT, WHEN and WHERE was SIGGRAPH 95?

The annual conference of the Association for Computing Machinery (ACM) Special Interest Group on Graphics
(SIGGRAPH) includes over 30,000 computer experts, explorers, and enthusiasts from all over the world. All focused
on the adventurous edge of cyberspace, interactive digital techniques, new entertainment media, networked
communities, and the science that creates tomorrow's technologies.

August 6-11 1995, Los Angeles Convention Center, Los Angeles California USA.
Our Objectives

¢ Create a mobile studio for a weeklong KSIG-TV. SIGGRAPH exhibitors were our programs.
¢ Provide content and lab facilities for local educators to learn about the Internet.

Here is a video clip from local television station KCBA. They interviewed Tracey Emswiler about our efforts. The
50-second clip is a 19.2 MB QuickTime video.
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Enter the Cart...

Here is the "MBone Unplugged" cart Jon Bigelow put together:

1of9 5/7/2001 10:28 PM



"MBone Unplugged" at SIGGRAPH 95 file:///C|/My Documents/SIGGRAPH-SIGCOMM 97 Tutorials/unplugged.html

The cart was WAY COOL! It included the following gear:

¢ Silicon Graphics Inc. (SGI) entry-level Indy workstation

¢ AirLAN wireless bridges (2 Mbps bandwidth, spread spectrum, ~ 1 GHz frequency band, no FCC license
required)

¢ Uninterruptible Power Supply (UPS), good for about 15 minutes

¢ Standard VHS VCR and television monitor

¢ Two VHS videocameras with tape capability and single mobile tripod

¢ Wireless microphones, lapel and hand-held

¢ Switch box to select camera/audio source

¢ Video projector to put live imagery on any nearby wall

¢ LOTS of wires, cables and adapters, all labeled at each end

¢ Two cellular telephones for coordination and mobility

¢ Broomstick to lift wireless antenna above cart

¢ Various NPS master's students and passersby to push the darn thing

Here is a simplified wiring diagram.
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This is the workstation of the future. It has everything: computing, graphics, live 2-way audio/video, mobility and
global scope. We all want one now!

Undoubtedly someone can make a much more compact version. The usefulness of this approach is perhaps the most
important lesson we've learned.

Network Considerations

GraphicsNet was SIGGRAPH 95's high-performance, state-of-the-art communications infrastructure. It included ATM,
HIPPI and Ethernet networks. We are particularly grateful for the help and expertise of the GraphicsNet team.

Multicast Backbone (MBone)

Here are links to an article on the Multicast Backbone (MBone) and an local MBone home page pointing to other free
software and information resources.

The following are a few of the MBone issues we grappled with. More will be added.

We announced our intention to multicast during the week of 6-11 August 95 to the remote conferencing list
(rem-conf@es.net). and also to the MBone Session Agenda scheduling home page at
http://www.cilea.it/MBone/agenda.html. There were no objections to our plans.

We intentionally stressed the MBone as much as possible, remaining within the community guidelines regarding
permissible use. Our motivation was that the most interesting problems and fixes on the MBone often occur when
someone is "pushing the envelope" of current capabilities. Originally we expected to share global MBone bandwidth
with the NASA Select channel. Since the space shuttle mission was cancelled, we were able to use 256 Kbps video
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bandwidth as opposed to 128 Kbps video (the ordinary default). It was very helpful not to have to share bandwidth.
Some coordination on site was neccessary with the GraphicsOnline team, but few difficulties occurred.

We were glad to see that the MBone held up well. There were occasional problems with users elsewhere inadvertantly
sending high-bandwidth video, but these were quickly detected and corrected, either by Van Jacobson (University of
California, Lawrence Berkely Laboratory) or the offending users themselves. This is a long-standing training problem. It
has been alleviated somewhat by making transmission a little harder fro for naive users to turn on. Nevertheless we
think it is a people problem which needs a people solution (e.g. simple effective training).

mrouted difficulties and recovery

In addition to the cart, we brought an old Sun 3/110 workstation to serve as the multicast router. Unfortunately there is
a tiny switch on the back which we inadvertantly moved from "NORMAL" to "DIAGNOSTIC." This meant it would not
boot and was effectively inoperable. If we had a flashlight, we might have figured out what we were doing wrong. As it
turned out, Sun Microsystemsloaned us a Sparc 20 workstation as a replacement mrouter. Greg Earle of NASA JPL
reconfigured the kernel and saved us. Dan Evans of NASA Ames provided the encapsulated multicast tunnel from
Moffett Field.

On several occasions our mrouter stopped sending multicast due to bugs in the vic video tool crashing on the Sun
mrouter. At the same time the machine appeared to be operational based on normal routing and continuous ping
checks. This condition was hard to diagnose given our minimal use of multicast diagnostic tools. Better tool usability
is needed. We are also considering putting the multicast router and tunnel endpoint right on the mobile machine. As
long as it has enough cycles to operate, complete system state is right there for the user to evaluate. Our distance
from the mrouter made it difficult to determine if our mrouter or an mrouter upstream from the convention center was
the cause of MBone connectivity losses. As it turned out, all of our difficulties were tracable to our GraphicsNet
mrouter.

The production environment at SIGGRAPH was too noisy and dynamic to permit monitoring e-mail. We were able to
get effective out-of-band communications from remote viewers by modifying the name field in the video-audio tool (vat).

We used the net video (nv) software to multicast video. Our motivation for using nv was to permit another workstation
to act as a reflector to CU-SeeMe. Unfortunately our CU-SeeMe expert never showed, and we didn't have time to learn
it ourselves in mid-conference. In general, vic in .H261 mode is superior. H261 (part of the MPEG standards suite) is
an asymmetric encoding, meaning that more computational work is performed by sender while higher framerate and
lower effective bandwidth is enjoyed by the receivers. Previous tests showed that our Indy was able to handle this load
effectively.

We used vat audio software. Standard settings were employed (encoding PCM2). Modifications included setting
Lecture mode for longer playouts, "Mike mutes Net" to prevent offsite interuptions, and use of the user's Name field to
list each event by name as they occurred.

It is of course very important to make sure someone is keeping track of the videotape being recorded so that new
ones are started as soon as they are needed.

Tracey Emswiler was in charge of event scheduling and coordinating the transitions to the next venue. It was a big
help having a single person keep everything on track.

Wireless considerations

The AirLAN bridges are very slick. Called "smart bridges," they operate by listening for IP numbers on either side.
Once the bridges know that a host is on one side or the other, any packets appearing on the opposite side are
automatically sent across the bridge. Thus each side looks like a singe local-area network (LAN) without manual
route reconfigurations. We found them to be reliable in a mobile environment, and the frequency agility of a spread
spectrum approach made the link very robust despite lots of "trash RF" in this very crowded exhibition hall
environment.

This diagram shows how the wireless bridges were connected.
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Educator Training in Monterey

B

Teacher training is an ongoing project for us. K-12 collaboration has been particularly productive in helping us learn
which technologies work for people and which don't. Click on the map above to learn more about our regional projects.

These are the home pages we created for Monterey Bay use during this event.

Flyer: http://www.stl.nps.navy.mil/~tlemswil/flyer.html

What's happening: http://www.stl.nps.navy.mil/~tlemswil/

Schedule: http://www.stl.nps.navy.mil/~tlemswil/schedule.html

Top 14 List - For Researchers, Educators and Kids:
http://www.stl.nps.navy.mil/~tlemswil/ResearchersTop_14.html

Top 10 List - For Water Discovery Institute Teachers:
http://www.stl.nps.navy.mil/~tlemswil/WaterDiscoveryTop_10.html|

More about our efforts in networked K-12 education:

Networked Ocean Science Research and Education, Monterey Bay California, available at
http://inet.nttam.com/HMP/PAPER/039/
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¢ Learning About Monterey Bay (LAMBAY) http://lambay.cse.ucsc.edu/mb

* Monterey Bay Regional Education Futures (MBReEF) Consortium http://www.ucsc.edu/mbay-region

¢ |Initiative for Information Infrastructure & Linkage Applications (I3LA)
ftp://taurus.cs.nps.navy.mil/pub/i3la/idla.html

¢ Real-time Environmental Information Network & Analysis System (REINAS) http://csl.cse.ucsc.edu/reinas.html

Future Work

We are still thinking over lessons learned and future work. Many of these issues will likely become theses for masters
students in the NPS Information Infrastructure Research Group (IIRG). Queries are welcome.

¢ digitally archive recorded videotapes for MBone-compatible access on demand

¢ record a full week of K-12 Internet sessions at INET 96, Montreal Canada

¢ do more cool educational stuff for free

¢ learn new answers and new questions

¢ cost-benefit comparisons between building custom videoteleconferencing (VTC) classrooms and mobile
networked VTC carts

¢ do the same thing at much higher bandwidth over ATM

¢ show that Macs and PCs can be used for this, once they get multicast support built into the operating system
kernel

¢ distribute the software tools and technical exertise to regional K-12 schools when the technology is ready

People

The "Unplugged" (unhinged?) Team in LA:
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Pictured left to right:

¢ Don Brutzman (UW/Br) (brutzman@nps.navy.mil) AUV / IRG / NPSNET research groups

¢ Tracey Emswiler (ITM) (tlemswil@nps.navy.mil) Hamming "Learning to Learn" Multicast (graduated September
95)

¢ Jon Bigelow (ITM) (rjbigelo@nps.navy.mil) Monterey BayNet (graduated August 95)

¢ Beth Bacon (bbacon@attmail.com) Writer and communications consultant

¢ Dan Bacon (CS) (bacon@cs.nps.navy.mil) Adding a physically based submarine to NPSNET (graduated
September 95)

and also in LA (but not pictured)

¢ John Sanders (JoSanders@wposmtp.nps.navy.mil) NPS Public Affairs Officer (PAO)
¢ LT Clyde Wetteland USN (CWetteland@mntry.nps.navy.mil) NPS Assistant Public Affairs Officer (PAO)

Back in Monterey helping the teachers and students and researchers:

¢ Dennis Trepanier (ITM) (dmtrepan@nps.navy.mil) Regional K-12 network management (graduated September
95)
* Matthew Koebbe (Dr. Longhair) (phaedrus@nps.navy.mil) NPS Visualization Lab
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CDR Bob Ellis (bellis@cs.nps.navy.mil) Computer Science Curriculum Officer

Charles Peyton Taylor (ctaylor@nps.navy.mil) Root 262 Macintosh Lab Manager

Katie Muir (kmuir@mbayaq.org) Monterey Bay Aquarium (MBA) Water Discovery Institute

Ray McClain (mcclain@mIml.calstate.edy Moss Landing Marine Laboratory - Researchers' Invitational
¢ Jeff Forte (CS/ITM)(jeforte@nps.navy.mil) ATM, dual degree CS/ITM (September 96)

¢ Michael Tiddy (ITM) (metiddy@nps.navy.mil) (September 96)

Thanks

¢ ACM SIGGRAPH

¢ Coco Conn and Zane Vella, Interactive Communities and Digital Circus

¢ GraphicsNet team including chair Marke Clinger (Fore Systems), Peter Haddad (Hewlett-Packard), Jeannette
Dravk and Craig Schell and Amy Wong (Fore Systems) and the rest of the gang

¢ Garry Paxinos (MetroLink Inc.) and the SIGGRAPH OnLine team

¢ Virtual Reality Modeling Language (VRML) group

¢ Diane Sena, Steve Webster, Jeff Bryant and Katie Muir (Monterey Bay Aquarium - MBA)

¢ Peter Brewer and Bruce Gritton (Monterey Bay Aquarium Research Institute - MBARI)

¢ John Morales, Frank Cardoza, Harry Thomas (NPS Electronic Media Division) and Tracy Hammond (NPS
Registrar)

¢ Mike Zyda, Dave Pratt, Mike Macedonia and the NPSNET group

¢ Dan Evans and Greg Earle (NASA Ames and JPL)

¢ Van Jacobson and the MBone list participants

¢ Theresa-Marie Rhyne (Lockheed Martin) and the "Future Technologies" panel

¢ Ray McClain (MLML) and Bob Ellis (NPS)

¢ Terry Williams, Milena Cochran, Stefan Hudson and Gary Porter (NPS Systems Technology Lab)

¢ Mike McCann and Matthew Koebbe (NPS Visualization Lab)

¢ Mike Newman (Newman and Associates)

¢ Silicon Graphics Inc. (SGI) and Sun Microsystems

¢ I3LA Monterey Bay Educators

¢ Hotel Nikko, Beverly Hills

¢ Murat Tamer for the wiring diagrams

¢ and everyone else who helped that we've inadvertantly forgotten.

T-Shirts and Buttons

These are the most competitive measure of SIGGRAPH value. We got t-shirts, buttons and a few paper sacks stuffed
with unmarked bills from the following folks:

¢ SIGGRAPH 95, SIGGRAPH 96 and ACM

¢ GraphicsNet

¢ Silicon Graphics Inc. and the Openinventor group

¢ Sun Microsystems

¢ Journal of Graphics Tools

¢ Mark Pesce, author of the new book "VRML: Entering CyberSpace" from New Riders Press
¢ Hard Rock Cafe

¢ Ed Debevic's Good Eats (including my favorite, "I'd Rather Be Bowling")

Who OWES us shirts (we have long memories):

¢ Parallax Graphics

Still to work on:

MBone monitoring tools, lessons learned from Monterey side, ATM demo with Parallax, individual sessions we
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recorded to tape digitized and placed online, etc.

Authors: Don Brutzman and Tracey Emswiler

"MBone Unplugged" home page: Don Brutzman (brutzman@nps.navy.mil) (31 January 96)
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